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Abstract. Weibo has emerged as a vital platform for Chinese netizens to share
information, but it has also given rise to numerous rumors. Real-time detection
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methods that do not rely on propagation features are the most effective way to
curb the spread of these rumors. Currently, real-time detection methods that mine
semantic features of rumor text based on deep learning lack sufficient generaliza-
tion ability. Therefore, we propose a real-time rumor detection method integrating
multiple user and content features. In addition to standard user basic features, our
approach utilizes the user’s historical posting data to extract two deep-level fea-
tures: user rationality and professionalism. Regarding content features, in addition
to standard statistical features, we use a graph attention network that considers
edge weights to learn deep semantic features of the content. The user and content
features are concatenated and fed into a multi-layer perceptron for classification.
The experimental results on a real Weibo dataset show that the accuracy of the
proposed method achieves 92.6 %, which outperforms all the compared baseline
methods.

Keywords: Rumor real-time detection, semantic features, user features, feature
integration, graph attention network, deep learning
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1 INTRODUCTION

Weibo is China’s largest social media platform, similar to Twitter, and it has a vast
user base in China. Users can post short texts, images, videos, and more on Weibo,
engaging and sharing with other users. As a social media platform, Weibo plays
a crucial role in information dissemination and social interaction, greatly appreciated
and relied upon by its extensive user base [1]. According to the 53 “Statistical
Report on Internet Development in China”ﬂ released by the China Internet Network
Information Center (CNNIC) in 2024, as of December 2023, Weibo’s monthly active
users reached 598 million.

However, Weibo also serves as a breeding ground for the spread of rumors. Ac-
cording to data released by Weibo’s official rumor refutation teamﬂ, in 2023, Weibo
effectively dealt with 87191 false information, debunking 1532 new rumors and
controversial events. Rumors on the Weibo platform spread rapidly, have extensive
influence, and can cause significant harm [2, B]. The dissemination of rumors may
lead to public misunderstanding, negative emotions, social turmoil, and even im-
pact social stability and national security [4]. For example, during the early stages
of the COVID-19 pandemic, many rumors such as “5G networks caused the spread
of COVID-19”, “COVID-19 vaccine alters human DNA”  and “COVID-19 virus is

1 https://www.cnnic.cn/NMediaFile/2024/0325/MAIN1711355296414FIQ9XKZV63.
pdf
? https://weibo.com/1866405545/NCeptblES
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man-made” appeared on Weibo, causing public misunderstanding and panic. Al-
though various organizations have established rumor refutation platforms such as
the Weibo Community Management Center, China Internet Joint Rumor Refuta-
tion Platform, and the fact-checking platform Snopes in the United States, these
platforms mainly rely on manual verification, which is labor-intensive and slow.
Therefore, researching real-time detection methods for rumors on Weibo has be-
come urgent and an essential issue to address.

Rumor detection typically uses methods based on content, propagation, and hy-
brid features. Methods based on propagation features require the rumor to spread
to a certain extent to achieve satisfactory detection performance, which delays
early identification. Methods based on content features do not rely on propaga-
tion data, treating rumor detection as a text classification task, thus achieving
real-time detection of rumors. However, these methods are easy-to-learn surface
features highly correlated with the dataset, leading to poor generalization abil-
ity.

Hybrid feature-based methods integrate multiple features, such as combining
content and user features with propagation features, reducing reliance on propaga-
tion features, and improving early detection performance. Integrating user and
content features improve the generalization ability of real-time rumor detection
methods. The key to improving the performance of real-time detection meth-
ods is to mine additional features to assist content features. Therefore, we pro-
pose a real-time rumor detection method integrating multiple user and content
features. In addition to standard user basic features and content statistical fea-
tures, we utilize users’ historical posting data to mine two deep-level features: user
rationality and professionalism. Aiming at the discrete and fragmented character-
istics of Weibo text, we use a graph attention network considering edge weights
to learn deep semantic features of the content. Our main contributions are as fol-
lows:

1. We propose a real-time rumor detection method integrating multiple content
and user features. This method does not rely on propagation features and can
identify rumors early, reducing the harm of their spread.

2. We propose two novel user features of rationality and professionalism and design
the calculation methods for these features.

3. We propose a method that utilizes a graph attention network considering edge
weights to learn deep semantic features of the text.

4. We contributed a comprehensive Weibo rumor datasetﬂ, and experimental re-
sults on this dataset show that our method outperforms all compared baseline
methods.

3 https://pan.baidu.com/s/1NGYHWhgZWG3eykLVN9XaSA?pwd=ot3c
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2 RELATED WORK
2.1 Rumor Detection Based on Content Features

The rumor detection methods based on content features do not rely on propagation
information and can achieve real-time detection of rumors. The current mainstream
approach is to extract semantic features of rumor content using deep learning models.
For example, Kaliyar et al. [5] utilized Convolutional Neural Networks (CNNs) to
extract semantic features of rumors from text. Ajao et al. [6] proposed a model
combining CNNs and Long-Short Term Memory (LSTM) networks to learn semantic
features of false rumors on Twitter. Cheng et al. [7] introduced a rumor detection
method based on Generative Adversarial Networks (GANs), which strengthens the
learning of semantic features of rumors through the mutual reinforcement of the
discriminator and generator. Some researchers have explored other auxiliary features
based on semantic features to improve detection accuracy. For instance, Xu et al. [§]
proposed a topic-driven rumor detection framework (TDRD), which utilizes CNNs
to extract the topic information of the content and combines it with textual word
embeddings for rumor detection. Ma et al. [9] presented a rumor detection approach
based on entity recognition to enhance the semantic understanding of rumor texts.
Entity explanations are obtained through knowledge graphs, thereby expanding the
content of the original text and enhancing semantic understanding. Studies [I0, [TT]
have shown that due to the limited number of samples in the rumor dataset and lack
of sufficient contextual information in short texts [12], deep learning-based rumor
detection methods that automatically learn content features tend to learn surface
features that are highly correlated with the dataset, leading to poor generalization
ability of the method.

2.2 Rumor Detection Based on Propagation Features

The rumor detection methods based on propagation features primarily utilize infor-
mation such as reposts, comments, and propagation structure during the spread of
rumors for detection [I3, [4]. For example, Ma et al. [I5] used Propagation Tree
Kernel (PTK) to capture the high-order patterns of rumor propagation structure.
Ma et al. [I6] constructed a rumor detection method based on Recurrent Neural
Networks (RNNs) to learn temporal comment data. References [17, 18] utilized
Tree-structured Recursive Neural Networks (RvNNs) to simultaneously learn the se-
mantic features of comment data and the structural features of rumor propagation.
To enhance the model’s focus on parts of propagation data with rumor characteris-
tics, Chen et al. [19] proposed a rumor detection approach that combines RNN with
an attention mechanism. Song et al. [20] recommend a Credible Early Detection
(CED) model to address the issue that current methods often learn the semantic
representation of all repost data, making it challenging to detect rumors early. The
CED model searches for an early time point in the repost sequence to make a credible
prediction. Huang et al. [2I] introduced a spatiotemporal rumor detection method
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that incorporates temporal information and propagation structure to address the
issue that current rumor detection approaches based on propagation structure over-
look temporal features. With the advancements in Graph Neural Networks (GNNs),
some researchers leverage GNNs to learn representations of propagation structure
and achieve rumor detection [22, 23, 24], 25, 26]. However, studies [27, 28] have
found that detection approaches based on propagation features require the rumor
to spread to a certain extent to obtain acceptable performance and cannot identify
rumors in real-time.

2.3 Rumor Detection Based on Hybrid Features

The rumor detection approaches based on hybrid features integrate multiple fea-
tures [29, B0, BI]. For instance, Castillo et al. [32] conducted an initial analysis of
rumors on Twitter, proposing a rumor classification approach based on propagation,
content, topic, and user features.

Regarding most rumor detection models that only use static statistical features
of text content, propagation patterns, and user information, ignoring the temporal
changes of these features, Ma et al. [33] designed a Dynamic Series-Time Structure
(DSTS) to capture the variation of features over time.

Ruchansky et al. [34] combined the textual information of news, user feedback,
and source author information for fake news detection, designing three modules: the
Capture module extracts original text and user feedback information using RNN,
the Score module evaluates user credibility based on their historical data, and the
Integrate module combines the outputs of the previous two modules for fake news
identification.

Tu et al. [35] introduced a rumor detection framework called Rumor2vec, which
jointly learns propagation structure and text representations to reduce the model’s
reliance on propagation features and improve early detection performance. Experi-
mental results demonstrate that this approach can detect rumors at least 12 hours
earlier.

Lotfi et al. [36] introduced a rumor detection approach that integrates propaga-
tion and user information and uses Graph Convolutional Networks (GCNs) to learn
features from the user interaction and rumor propagation graphs.

Sun et al. [37] proposed the Dual-Dynamic Graph Convolutional Network
(DDGCN), which can capture both the dynamics of rumor propagation and back-
ground knowledge from knowledge graphs.

To improve real-time rumor detection accuracy, Singh et al. [38] utilized Atten-
tion-based LSTM to extract content features, combined with user features to identify
rumors. Kaliyar et al. [39] combined news content, user relationship, and user-news
correlation to construct a multi-dimensional tensor matrix, decomposed the tensor
matrix to get the fusion features of users and content, and detect rumors based on
the fusion features.

Through the analysis of the above studies, it is found that integrating additional
features beyond content features is essential for improving the performance of real-
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time rumor detection. Therefore, this paper proposes a real-time rumor detection
method that combines multiple user and content features. Based on the user’s
historical posting data, we introduce two deep-level features: user rationality and
professionalism. Furthermore, we employ a graph attention network that considers
edge weights to learn deep semantic features of the content.

3 METHODOLOGY

The overall architecture of the real-time Weibo rumor detection method, called RTD-
UCF, proposed in this paper based on user and content features is shown in Figure[}
In terms of user features, we not only use standard basic user features but also mine
two deep-level features: user rationality and professionalism, from users’ historical
posting data. For content features, in addition to standard statistical features, we
use a graph attention network that considers edge weights to learn deep semantic
features of the content. Finally, we concatenate the user and content features and
input them into a multi-layer perceptron for classification.
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Figure 1. Overall framework of the RTD-UCF

3.1 User Features

3.1.1 User Basic Features

Liu et al. [40] analyzed the basic features of rumor and non-rumor users. They iden-
tified five differences: rumor users tend not to use a real person as avatars, users
with topic-type usernames are more credible, females are more likely to spread ru-
mors than males, differences in users’ locations affect the ability to identify rumors,
and non-verified users are more likely to spread rumors than verified users. Morris
et al. [41] found that the features of a user’s social network can be used to identify
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rumor users, where users with significantly more friends than followers are more sus-
ceptible to manipulation by malicious users and may contribute to the proliferation
of misinformation on the network. Castillo et al. [32] discovered that the longer
users have been registered, and the more information they have posted, the stronger
their ability to identify rumors and the lower their probability of spreading rumors.
Therefore, based on these research results, we select basic user features, as shown
in Table[]l We use embedding to convert these features into continuous vector rep-
resentations and concatenate them to obtain the vector representation Fy_ggse of
basic user features.

FU,Basic = Emb(FUl) D Emb(FUg) BN Emb(FUlo) (1)

Features Describe

FU, Whether the avatar is a real person
FU, Whether the username is a topic type
FU; Gender

FUy Location

FU5 Whether to verify

FUq Number of followers

FU; Number of friends

FUg Registration duration

FUy Number of posts published

FU 10 Level

Table 1. User basic features

3.1.2 User Deep Features

User Rationality

Rumors end with the wise. The wise are rational people with independent think-
ing and judgment. They do not readily believe and spread rumors. Through
analysis, we have found that rational users generally do not include strong per-
sonal emotions in their posts. Their writing style could be more objective and
fair, which is less likely to attract widespread attention. The attitudes of these
users’ comments are also relatively neutral. However, non-rational users tend to
include personal emotions in their posts, which are subjective and provocative
in writing style, making them more likely to attract attention. The comments
from users are also more controversial, with a clear tendency towards emotional
expression. Therefore, we propose to analyze the sentiment of users’ histori-
cal posts and comments and calculate their rationality value. The calculation
method is shown in formula .

n

1
= — . 2
Rat,, - Z (Sent,, + Contry,) (2)

i=1
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Here, Rat, denotes the rationality value of user u, n denotes the number of
historical posts published by user u, and Sent,, and Contr,, denote the sentiment
score and controversy score of post p;, computed using formulas (3) and @
respectively.

Sent,, = Z (|SentDegree,, * AdvDegree,, |), (3)

Ws,Wa EP;
POs * neg
pos? + neg?’

Contr,, = log(neg + pos) * (4)
In formula (3)), w, and w, represent the words in the post p;, SentDegree,, rep-
resents the sentiment value of wy, and AdvDegree,, represents the degree value
of the adverb w, modifying w,. The sentiment score of the post is calculated
without distinguishing the polarity of the sentiment by taking the absolute val-
ues and adding them together. In formula @, Neg and Pos denote the number
of positive and negative sentiment comments, respectively, ignoring neutral sen-
timent comments. The higher the number of emotional comments and more
opposing the emotional polarity, the higher the controversy score of the post p;.

User Professionalism

The user frequently posting on a specific topic indicates that they have some
knowledge about the topic, and posts related to that topic have a certain level
of credibility. We use Latent Dirichlet Allocation (LDA) to discover the latent
topics of posts and propose a user professionalism calculation based on topic
similarity, as shown in formula ({5]).

Proy,, = Z cos (9,)17 0 ) (5)

where Pro,, represents the professionalism of user u towards the detectlon
post p, n rcprcscnts the number of historical posts published by user u, 9

(p1,D2,---,pr) and 9 = (p1,p2, ..., pr) represent the topics probability dlbtl"l—
bution of historical post p; and detection post p, respectively, and k represents

the number of topics. The higher the cosine value cos (0,,, 0, ) between the

probability distribution of topics of the historical posts p; published by the user
and the post p being detected, the higher the user’s professionalism towards the
post p. After obtaining the user’s rationality and professionalism, we concate-
nate them and input them into a fully connected layer to obtain the user’s deep
feature Fy_peep:

Fu peep = f(W(Raty, & Proyy)). (6)

Here, the symbol @ represents vector concatenation, W and b represent the
parameter matrix and bias term of the fully connected layer, and f represents
the activation function.
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3.2 Content Features

3.2.1 Content Statistical Features

Although symbols, emojis, URLs, and other types of information in the text are
often disregarded when learning semantic features, they can have some auxiliary
effects on rumor identification. For example, some rumors may deliberately use
strong emojis to attract attention. Therefore, we also incorporate content statistics
as additional features, as shown in Table[2] Similarly, we utilize embedding to obtain
the vector representation F gy, of the content statistical features.

FC,Sta = Emb(FC’l) D Emb(FC’z) D---D Emb(FC7) (7)

Features Describe

FCy Is there a topic marked with #
FCy Number of URLs

FCs Number of emoji

FCy Number of @ symbols

FCs Number of ? symbols

FCgq Number of ! symbols

FCy Is there a picture or video attached

Table 2. Content statistical features

3.2.2 Content Semantic Features

For post texts with discrete and fragmented characteristics, we utilize a Weighted
Graph Attention Network (W-GAT) 42, 43] considering edge weights to learn con-
tent semantic features. To begin with, we represent the post’s text as a graph
G = (V, E), where nodes V represent words, edges E represent the correlations be-
tween words, and edge weights represent the degree of correlation between words.
We utilize pointwise mutual information (PMI) to measure word correlation, com-
puted using a fixed window to collect co-occurrence statistics of words across all
posts. The PMI calculation for word pairs is presented in formulas , @D:

§ W ()]
o) — (W (w;, wy)|
p(w17 J) |W‘ ’ (9)
p(wiij)

(wi)p(w;)

Here, |W|, [W(w;)|, and |W (w;, w;)| represent the total number of sliding win-
dows, the number of sliding windows including word w;, and the number of sliding
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windows including both w; and w;, respectively. We utilize statistics data from
a global corpus rather than a specific post. The PMI value reflects the correlation
between words, with a positive PMI value indicating a high semantic correlation.
Thus, we only retain edges with positive PMI values and discard those with non-
positive PMI values, as presented in formula ‘

PMI(w;,w;), PMI(w;,w;) >0,
Ay = ’ ! (11)

After obtaining the adjacency weight matrix A, we use W-GAT to learn semantic
features. The construction process of W-GAT is shown in Figure @ Where v;
represents node 4, hl represents the feature representation of node i in the I*! layer
of the network, aﬁ,j represents the attention weight of neighboring node j to node @
in the I*" layer of the network. F represents the feature representation of the entire
graph obtained after aggregating all node feature representations.
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Figure 2. The construction process of W-GAT

We first represent each node as a vector and use it as input to the network. We
then calculate the attention coefficient of each neighbor node to the center node.
Next, we aggregate the representations of neighboring nodes, update the center
node’s representation, and use it as input to the next network layer. Finally, we
aggregate the representations of all nodes in the last layer to obtain the represen-
tation of the entire graph. While the construction process of W-GAT is similar to
GAT, W-GAT considers edge weights as an additional input factor when calculat-
ing the attention coefficients, which provides more accurate global information. The
calculation of W-GAT is shown in formula .

Pt = 5 Z ai ,W'RL | (12)
JEN(D)

Here o denotes the activation function, N(¢) denotes the set of neighboring nodes
of node v;, W' denotes the learning parameters of the W-GAT at the I'" layer, h;
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denotes the output of neighboring nodes v; in the previous layer, a . denotes the
weight of neighboring nodes v; to node v; in the I'" layer, which is computed as
shown in formula (I3)). We use Word2vec as the initial feature representation h for
nodes v;.

: exp (e;;)

a; ;= , (13)
Y Y jena) &XP (¢};)

el =« (hi, hé,A ) (14)

where e ; denotes the attention coefficient between node v; and node v; in the [
layer of W-GAT, which is computed using formula . « is a learnable function,
and A; ; is the weight of the edge connecting nodes v; and v;, which is the PMI value
between words w; and w;. After L layers of W-GAT learning, we use global average
pooling to aggregate the feature hEZH) of each node v; in the graph to obtain the
semantic features Fg_gem, as calculated in the formula . Here, V is the set of
nodes, and |V| is the size of V.

FC,Sem = ‘V| Z h l+1 (15)

eV

3.3 Classification

After obtaining the user basic feature representation Fy_pusic, user deep feature
representation Fyy_peep, content statistical feature representation Fi g, and content
semantic feature representation Fg_gen, we concatenate them to get the final fused
feature Fy¢ using formula . Subsequently, the fused feature Fy¢ as input to
a Multi-Layer Perceptron (MLP) and a softmax layer to generate the outputs, as
presented in formula .

FUC = FU,Basic 3] FU,Dcep 3] FC,Sta 3] FC,Se'rm (16)
g = softmar(W * MLP(Fyc) + D). (17)

Here W and b represent linear layer parameters and bias terms, respectively. We
train the model by minimizing the cross-entropy loss, as displayed in the formula

.
N
1 R A 2
i=1
where y; denotes the real label value of sample p;, 7; denotes the model’s predicted

value, 3 W2 is L2 regularization to reduce the degree of overfitting, and W is the
model parameters.
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4 EXPERIMENTS
4.1 Experimental Dataset and Evaluation Metrics

4.1.1 Experimental Dataset

The current public rumor datasets do not contain the historical data of the posting
users, so the data used in this experiment is collected from the Weibo Community
Management Center and the Weibo site using a web crawler. The Weibo Community
Management Center has published nearly 50000 rumors since 2012.

1) Rumor Samples

Over time, users’ attributes may undergo significant changes, so for this exper-
iment, we only collect the rumor samples published by the Weibo Community
Management Center in the last two years. First, we crawl the rumor posts
with text of at least 30 characters. If the text is too short, it lacks semantic
information. Then, we collect the basic information of the rumor publisher and
remove the corresponding rumor sample if the publisher has deactivated their
account. Finally, we crawl the publisher’s 200 most recent historical posts and
corresponding comment data. We only keep the latest one if multiple rumors
belong to the same user. Finally, we obtained 3 756 rumor samples.

2) Non-rumor Samples

Statistical analysis indicates that 88.9 % of Weibo rumors are reported within
a week. Therefore, for this experiment, the non-rumor samples are obtained by
crawling popular Weibo posts (with total comments, reposts, and likes exceeding
100) that have been posted for more than a week and have not been reported
as rumors. The collection of user information and historical data of non-rumor
samples is consistent with rumor samples. The statistical information of the
experimental dataset is presented in Table ] We divide the dataset according
to the ratio of 3:1:1 to obtain the training, verification, and test sets.

To ensure compliance with the terms and conditions of the data source insti-
tution, we have anonymized the collected data. Anonymization involves removing
personal identifying information and obfuscating sensitive data.

Statistic Amount
Number of users 7512
Number of rumors 3756
Number of non-rumors 3756
Number of historical posts 1209432

Number of comments on all historical posts 13454931

Table 3. Statistics of the datasets
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4.1.2 Evaluation Metrics
We utilize accuracy, rumor precision, rumor recall, and Fl-score as performance

evaluation metrics, calculated according to formulas , , , and , re-

spectively.

accuracy = TP+ TN (19)
YZ TP+ TN+ FP+FN’
o TP (20)
precision = —o——0 TP
TP
recall = m, (21)
Fl-score — 2 x precision * recall (22)

precision + recall

Here, TP, TN, FP, and FN represent the number of true positives, the number
of true negatives, the number of false positives, and the number of false negatives,
respectively.

4.2 Implementation Details

To calculate the user’s level of rationality, we first compute the sentiment score
of their historical posts using the BosonNLP sentiment dictionary and HowNet’s
degree adverb list, as shown in formula . BosonNLP sentiment lexicon is con-
structed based on corpora from sources such as Weibo, news, and forums, offering
extensive coverage for non-standardized text like Weibo posts. Subsequently, we
use the SnowNLP sentiment analysis tool to determine the sentiment polarity of
comments on the user’s past posts, classifying those with a sentiment value greater
than 0.6 as positive comments and those with a value less than 0.3 as negative com-
ments. SnowNLP is a Python library designed to facilitate sentiment analysis of
Chinese text. We then apply formula @ to calculate the controversy of the user’s
historical posts. Ultimately, we determine the user’s rationality value utilizing the
formula . In computing the user’s professionalism value, we establish the topic
number K of LDA to be 50, with the document-topic distribution parameter o and
topic-word distribution parameter 7 set to 0.002. The output dimension of the fully
connected network, which outputs the user’s deep features, is configured to be 8.
To acquire content semantic features, we set the sliding window size for PMI cal-
culation to 6. The W-GAT consists of two layers, with the first and second layers
having output dimensions of 128 and 64, respectively. We use the pre-trained word
embedding library Chinese-World-Vectors to extract word vector representations.
The vector dimension of the word embedding library is 300. It contains word vec-
tors specifically designed for Weibo, rendering it more appropriate for Weibo rumor
identification tasks than other general-purpose word embedding libraries. The em-
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bedding dimensions of user basic and content statistical features are fixed at 4. In
the classification network, we utilize a 2-layer perceptron, with output dimensions
of 64 and 32 for the first and second layers, respectively. During model training, we
use the Adam optimizer with a learning rate of 0.001 and a batch size of 32. The
primary hyperparameters for the model and training are presented in Table [

Type Name Value
# of LDA Topics K 50
Document-topic distribution parameter « 0.02
Topic-word distribution parameter n 0.02
Output dimension of the fully connected layer 8
# of layers of the W-GAT 2

Model parameters Output dimension of the W-GAT 128, 64
Sliding window size 6
Word2vec dimension 300
# of layers MLP 2
Output dimension of MLP 64, 32
Embedding dimensions 4
Learning rate le—3
Regularization parameter le—5
Maximum training epochs 30

Training parameters Early stopping patience 8
Batch size 32
Dropout rate 0.1
Optimizer Adam

Table 4. Hyperparameters setting

4.3 Results and Analysis

4.3.1 Hyperparameter Experimental Analysis

In the calculation process of pointwise mutual information, the size of the slid-
ing window is a critical hyperparameter. We employ grid search to determine the
optimal sliding window size, with a search range of 3, 6, 9, 12, 15, 18, 21. The
experimental results of the RTD-UCF method under different sliding window sizes
are depicted in Figure Bl From the figure, it can be observed that selecting a sliding
window size that is too small or too large can adversely affect the performance of
the RTD-UCF method. When the sliding window is too small, insufficient context
information exists to capture the correlation between two words. Conversely, when
the sliding window is too large, it may contain irrelevant information, potentially
overshadowing the crucial information between the two words.
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Figure 3. Hyperparameter search

4.3.2 Method Comparative Analysis

To verify the effectiveness of our proposed RTD-UCF method, we select the following
rumor detection methods as baselines, and the experimental results are presented
in Table

SVM-TS [33]: A rumor detection method based on artificial feature engineering.

LSTM-CNN [6]: A rumor detection method that combines LSTM and CNN to
extract semantic features.

FNDNet [5]: A rumor detection method utilizes CNN to extract semantic features.

TDRD [8]: A Rumor detection method combining topic information and semantic
features.

LSTM-Attention [38]: A rumor detection method that integrates user, content
statistical, and semantic features.

GAN _based [7]: A rumor detection approach using Adversarial Networks to en-
hance semantic features learning.

gzip [44]: A parameter-free classification method that combines a primary com-
pressor such as gzip with a k-nearest-neighbor classifier.

According to the experimental results presented in Table [§ all methods that
use deep learning models to automatically learn the semantic features of rumor con-
tent perform better than the SVM-TS method based on manual feature engineering.
This is because manually designed features lack comprehensiveness and flexibility
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Methods Accuracy Precision Recall Fl-score
gizp 82.6 83.4 83.6 83.5
SVM-TS 83.1 84.6 84.2 84.4
FNDNet 85.6 85.9 86.4 86.1
LSTM-CNN 86.2 86.3 86.9 86.6
TDRD 87.5 87.6 86.8 87.2
GAN-based 87.8 86.7 88.4 87.5
LSTM-Attention 90.0 90.2 91.7 90.9
RTD-UCF 92.6 91.8 93.2 92.5

Table 5. Experimental results

and cannot represent the deep semantic features of rumors. Even though gzip was
not explicitly designed for rumor detection tasks and does not require parameter
training, it still achieved an Fl-score of 83.5%, demonstrating the effectiveness of
this simple, lightweight, and versatile method. The LSTM-CNN model performs
slightly better than FNDNet because it combines LSTM and CNN to learn spa-
tial and temporal features of semantics simultaneously. TDRD incorporates topic
and semantic features, leading to higher accuracy than FNDNet and LSTM-CNN,
which only use semantic features. The GAN-based approach enhances the learn-
ing of rumor semantic features through the mutual promotion of the generator and
discriminator in the adversarial network, resulting in improved accuracy compared
to FNDNet and LSTM-CNN. The performance of LSTM-Attention is significantly
better than other baseline methods because it uses an Attention-based LSTM to
extract text semantic features and combines user and content statistical features,
providing a more comprehensive feature selection for the classification model. Our
proposed RTD-UCF method learns the semantic features of the content through W-
GAT and explores two deep-level features: user rationality and professionalism. As
a result, it achieves the highest values in all metrics, with an increase in accuracy,
precision, recall, and F1-score of 2.6, 1.6, 1.5, and 1.6, respectively, compared to
the best baseline method LSTM-Attention, demonstrating the effectiveness of our
approach.

4.3.3 Generalizability Analysis

To assess the generalization capability of the RTD-UCF method, we subdivided the
experimental data into four domains: politics (P), economics (E), health (H), and
society (S). For each iteration, three domains were used as training and validation
sets, while the remaining domain served as the test set. The experimental results
are presented in Table @ In the table, (P, E, H) — S denotes that posts from
the political, economic, and health domains were used for training and validation,
while posts from the society domain were used for testing; similar procedures were
followed for the other three groups. F1.v and F1_t represent the F1-Score on the
validation and test sets, respectively. The metric MD denotes the mean difference
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between the F1.v and F1_t values across the four groups, where a smaller value
indicates better generalization capability of the method.

(P,E,H) —»S (P,E,S)—H (P,H,S)>E (B, HS) >P

Methods Fiv  Fit Flv  Flt Flv  Flt Flv  Fig P
SVM-TS 833 823 834 824 833 821 832 820 1.1
FNDNet 86.4 815 862 812 860  81.3 862  81.6 48
LSTM-CNN 86.8  81.1 858 812 867 8.0 859  81.5 5.1
TDRD 88.1 823 882 824 880  81.8 883 822 6.0
GAN-based 887 832 885  83.6 88.6 826 885  82.8 5.5
LSTM-Attention 90.6  87.0 90.5  87.2 90.7  86.7 90.8 869 3.7
RTD-UCF 93.0  90.0 929 905 93.1  90.3 93.0 909 26

Method gzip does not require training, so it is not considered in the generalization
analysis.

Table 6. Generalization ability experimental results

The experimental results show that the generalization capability of all deep
learning-based methods is significantly inferior to that of the SVM-TS method based
on feature engineering. This discrepancy may stem from manually crafted features
exhibiting global characteristics, resulting in minor differences across various do-
mains. Deep learning methods in scenarios with limited datasets tend to capture
superficial features highly correlated with the dataset, leading to weaker general-
ization capabilities. Additionally, as models become more complex, their learning
capacity increases while their generalization ability decreases. There are substantial
differences in topic information across different domains, leading to poor general-
ization capability of the TDRD method that incorporates topic information. The
LSTM-Attention method exhibits relatively better generalization capability than
other deep learning methods, possibly due to its integration of user and content
statistical features. Our RTD-UCF method, which explores users’ deep features
alongside traditional statistical features, exhibits superior generalization capability
compared to other deep learning methods.

4.3.4 Ablation Experimental Analysis

We conduct eight ablation experiments to analyze the contribution of different fea-
ture types to the RTD-UCF. Methods (D-(&) remove user basic features Fy_gasic,
user rationality Rat, user professionalism Pro, content statistical features Fi _siq,
and content semantic features Fg gem, respectively. Method (6 replaces W-GAT
with BERT to learn semantic features. Methods (7) and (8) replace W-GAT with
the standard GAT and GCN, respectively. Table [7] shows each method’s accuracy,
precision, recall, and F1-score changes compared to RTD-UCF.

From Table[7], we can observe that each type of feature plays a different role, and
removing or replacing any of them will affect the performance of RTD-UCF. The
user’s basic features, such as user level, certification status, and number of follow-
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Methods Aaccuracy Aprccision Arecall  AF1-score
@ (-) Fu_Basic —-1.0 —-0.8 —-1.0 —-0.9
@ (-) Rat —0.6 —0.7 —0.5 —0.6
@ (-) Pro —0.5 —-0.4 —-0.4 —-0.4
@ (-) Fo_sta —0.6 —-0.5 —0.5 —0.5
@ () Fo_sem —-9.2 —8.4 —-9.6 -9.0
@ W-GAT — BERT —0.4 —0.4 —0.5 —-0.5
@ W-GAT — GAT —0.5 —-0.4 —-0.4 —-0.4
W-GAT — GCN —-0.7 —0.8 —0.7 —-0.7

Table 7. Ablation experiment results

ers, can reflect the user’s credibility. Therefore, removing the user’s basic features
Fy_Basic Will decrease the performance of RTD-UCF. Rational users are less likely
to believe and spread rumors, and users with professional knowledge in a particular
field are less likely to spread rumors in that field. Therefore, removing the features
of user rationality Rat and professionalism Pro will also reduce the performance of
RTD-UCEF. The symbols, emojis, URLs, and other information also play an auxil-
iary role in identifying rumors, so removing these content statistical features Fe st
will reduce the method’s performance. Content semantic features F¢_ge,, are crucial
for real-time rumor classification, so removing them will significantly impact the
performance of RTD-UCF. Social media posts often exhibit the characteristics of
discretization and fragmentation. Graph neural networks can better capture the
text’s non-continuous and long-distance dependent semantic features. Therefore,
replacing W-GAT with BERT to extract content semantic features led to a decline
in the method’s performance. Replacing W-GAT with GAT reduced the method’s
performance because W-GAT considers both the feature similarity between nodes
and the edge weight when calculating the attention coefficient, which can get more
accurate global information. Replacing W-GAT with GCN has a more significant
impact on the performance of RTD-UCF than replacing it with GAT because com-
pared to the average pooling of GCN, the attention mechanism in GAT allows nodes
to more flexibly aggregate information from neighboring nodes, thereby improving
the performance of the model.

4.3.5 Experimental Results on Twitter

To validate the performance of our method on other social media platforms, we con-
ducted further comparative experiments on the publicly available PHEME dataset.
The PHEME dataset includes posts published on Twitter about five breaking news
events (comprising 2094 rumors, 3654 non-rumors, and the social characteristics
of the users who posted them). It is important to note that the PHEME dataset
does not include the users’ historical data, and we could not recollect this data,
making it impossible to compute the features of user rationality and professional-
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ism. Therefore, in the experiments on the PHEME datasetf] we had to omit these
two features, referring to the simplified method as RTD-UCF~. The experimental
results are shown in Table [§ Despite the absence of user rationality and profes-
sionalism features, our method outperformed the baseline methods on the PHEME
dataset, demonstrating that our approach performs well on social media platforms
with different linguistic and cultural backgrounds.

Methods Accuracy Precision Recall Fl-score
gizp 73.5 72.2 72.3 72.2
SVM-TS 78.3 69.2 73.1 71.1
FNDNet 79.7 79.3 80.4 79.8
LSTM-CNN 80.4 80.1 81.1 80.6
TDRD 82.7 81.3 78.6 79.9
GAN-based 82.7 81.6 79.1 80.3
LSTM-Attention 83.0 82.3 81.6 81.9
RTD-UCF~ 84.2 834 82.9 83.1

Table 8. Experimental results on Twitter

4.3.6 Case Analysis

To clearly understand the role of the user rationality and professionalism features,
we selected the following case for illustration.

«a s
wigin PESER @
~as0 2014-7-24 3 {18 weibo.com

(SFWEMNE17 B Tike ElisEE=iRE1157T ] 20008558, —$£30000
Za, MME1757T. IRMNEBISKE, AR—RKENR, A—aCERIXL
R, fRERRIME. BBRE L, M="WERN—E, —EITT129)
B, ZEXLIRELEBEE. KE—HBIF 15T, & SN E7HTiRe &
R[5 E=HR181157T

“Thief Steals 170,000 Yuan Worth of Beverages, Sells Empty Bottles for 115 Yuan”
Over 2,000 boxes of herbal tea, totaling more than 30,000 bottles, were worth
170,000 Yuan. Zhang, a patrol officer from Ouhai, Wenzhou, discovered these
beverages in a warechouse and decided to make some extra money. That morning, he,

along with three scrap collectors, worked for 12 hours to empty all the beverages.
Zhang ended up with a total of 115 Yuan from selling the empty bottles.

Figure 4. A non-rumor post on Weibo

Figure [ shows a post published by the China Economic Daily on Weibo on
July 24, 2014, titled ” Thief Steals 170,000 Yuan Worth of Beverages, Sells Empty

4 https://figshare.com/articles/dataset/PHEME_dataset_for_Rumour_
Detection_and_Veracity_Classification/6392078


https://figshare.com/articles/dataset/PHEME_dataset_for_Rumour_Detection_and_Veracity_Classification/6392078
https://figshare.com/articles/dataset/PHEME_dataset_for_Rumour_Detection_and_Veracity_Classification/6392078
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Bottles for 115 Yuan.” Without considering the features of user rationality and
professionalism, our method would incorrectly classify this post as a rumor due to its
seemingly unbelievable content and low credibility. However, when incorporating the
features of user rationality and professionalism, our method correctly classifies the
post as non-rumor. This is because the China Economic Daily, as an authoritative
official media outlet, has high rationality and professionalism, making the likelihood
of it publishing a rumor extremely low.

5 CONCLUSION

Real-time rumor detection that does not rely on propagation features is one of the
most effective ways to control the spread of rumors. However, current real-time
rumor detection methods based solely on content semantic features have the issue of
insufficient generalization ability. Mining additional features is an essential means
to improve the performance of real-time rumor detection. In addition to integrat-
ing traditional user basic features and content statistical features, we use the user’s
historical posting data to mine two deep features: rationality and professionalism.
To deal with the discretization and fragmentation of post texts, we utilize a graph
attention network that considers the edge weights to learn deep semantic features
of the content. The experimental results on our self-collected Weibo rumor dataset
show that our method outperforms all the compared real-time rumor detection base-
lines.

Despite these improvements, our method may encounter limitations when pro-
cessing large-scale data due to increased computational and storage requirements.
Handling vast amounts of data in real-time scenarios can pose challenges related
to efficiency and resource consumption. Future work will focus on optimizing our
model’s computational efficiency and exploring scalable solutions such as distributed
computing frameworks and incremental learning techniques. Additionally, imple-
menting effective feature selection and dimensionality reduction methods could fur-
ther enhance the scalability and applicability of our approach in large-scale envi-
ronments. We also plan to extend our method by incorporating multimodal rumor
detection through joint analysis of textual content with attached images and videos
to improve detection accuracy and robustness.
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