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Abstract. Tourist attraction recommendation algorithms have been developed to
meet demand related to tourism, spiritual and cultural pursuits. While many stud-
ies have been conducted on such algorithms, problems remain regarding tourist
interest point recommendation such as ignoring social information, underutilizing
context information, and not capturing node relationships which have limited the
recommendation performance and representation capability. This paper proposes an
algorithm based on graph convolutional neural networks and collaborative filtering
(GCNs-CF) for travel interest point recommendation, using an image denoising en-
coder (IDE) instead of domain aggregation, to better capture the relationships and
features between users and adjacent nodes of travel interest point nodes. An adap-
tive adjustment of the negative sample gradient size is used to solve the problem of
slow convergence of graph convolutional neural network. The experimental results
show that the proposed method has a higher recommendation effect than other
algorithms.

Keywords: Graph convolutional neural network, image denoising encoder, collab-
orative filtering, domain aggregation, recommendation algorithm

∗ Corresponding author

https://doi.org/10.31577/cai_2024_6_1516


GCNs-CF 1517

1 INTRODUCTION

A travel interest point recommendation algorithm is based on calculation and anal-
ysis of users interest and historical behavior data to recommend tourist attractions
or activities that meet the users’ interest and needs. The development of tourism
and the increasing demand for travel has made it important to provide users with
personalized and accurate travel recommendation services. Travel point-of-interest
recommendation algorithms can help users quickly find tourist attractions or activ-
ities that meet their needs, improve their travel experience and satisfaction, and
promote the development of tourism. However, there are some problems with the
current tourism point-of-interest recommendation algorithm. The first is the quality
and quantity of data. The algorithm requires a large amount of data about users’
historical behavior and tourist attractions or activities, but the quality and quantity
of these data can affect the accuracy and effectiveness of the algorithm. Secondly,
the algorithm needs to take into account the personalized needs and preferences
of the users, but also ensure the diversity of the recommendation results to avoid
overly single and repetitive recommendations. Finally, the algorithm must be able
to respond to users’ needs and changes in a timely manner and also be able to
explain the reasons and rationale for the recommendation results, to enhance the
users’ trust in the algorithm and the experience of using it.

Some research has been carried out on the issue of POI recommendations. Rah-
mani et al. [1] proposed a recommendation algorithm that integrates user prefer-
ences through logical matrix decomposition considering geographical information
about users and locations. Zhao et al. [2] proposed a novel unified neural net-
work framework, named NeuNext, which leverages POI context prediction to as-
sist next POI recommendation by joint learning. Hongfei et al. [3] mitigated the
problem of sparse travel data by incorporating social, geographical and temporal
information into a matrix decomposition (MF) approach. Xing et al. [4] proposed
a content-aware interest point recommendation algorithm based on convolutional
neural networks (CNNs). Zhai and Li [5] proposed a POI recommendation based
graph convolutional neural network (PBGCN) model, which used check-in infor-
mation, popularity characteristics of interest points, and users’ social behaviors to
recommend interest points through graph convolutional neural networks (GCNs).
Chen et al. [6] proposed the formulation of user feature-level preferences via neu-
ral network hypergraphs and well-designed information propagation paths for more
effective diffusion collaboration. Cai et al. [7] proposed a friend-aware graph col-
laborative filtering (FG-CF) model from check-in data and social links in which the
association matrix of users with points of interest is estimated.

In recent years, with the introduction of GCNs and their widespread use in
various fields, researchers have proposed some collaborative filtering methods based
on GCNs to improve the performance of recommendation systems. The core idea
of GCNs-based collaborative filtering is information transfer, in which each node
aggregates neighborhood embeddings to update its own embedding; by overlaying
multiple convolutional layers, a higher-order connectivity representation of users and
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items can be extracted. Although collaborative filtering methods based on GCNs
can effectively learn representations from graph structures, some problems remain:

1. The importance of social information in POI recommendation is ignored, re-
sulting in insufficient feature extraction for users and POIs, which limits the
representation capability;

2. Failure to make full use of the contextual information embedded in the user and
POI, which limits the recommendation performance;

3. Failure to accurately capture the relationships and features between nodes and
neighboring nodes.

User cold-start, data sparsity and accuracy in the recall phase are the problems
that need to be addressed in personalized recommendation algorithms for travel in-
terest points. To address these problems, this paper proposes a travel interest point
recommendation algorithm based on a GCN collaborative filtering method, which
considers the dynamic representation of users and travel interest points, uses domain
aggregators instead of traditional GCNs-CF domain aggregation to extract impor-
tant graph features of user-travel interest points, and selectively embeds higher-order
connectivity into the node representation. At the same time, it adopts an adaptive
adjustment of the problem of slow convergence of GCNs. In collaborative filtering
personalized travel recommendation algorithms are solved by using the method of
adaptive adjustment of negative sample gradient size. Finally, by conducting corre-
sponding comparison experiments, the experimental results show that the proposed
method in this paper has its specific feasibility and effectiveness.

Our main contributions can be summarized as follows:

1. A travel recommendation algorithm based on graph neural networks and col-
laborative filtering is proposed, using an image denoising encoder instead of
GCNs-CF domain aggregation to better capture the relationships and features
between users and neighbouring nodes of the travel point-of-interest nodes.

2. This paper uses adaptive adjustment of negative sample gradient to solve the
problem of slow convergence of the personalised travel recommendation algo-
rithm.

3. Comparison experiments are conducted on two publicly available datasets and
self-acquired datasets, and the experimental results are significantly better than
the baseline model algorithm.

2 RELATED WORK

2.1 Collaborative Filtering of Travel POI Recommendations

Collaborative filtering (CF) is a common technique used in recommender systems to
estimate user preferences for points of interest. In the area of travel interest point
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recommendation, there are two methods commonly used memory-based collabora-
tive filtering and model-based collaborative filtering.

Memory-based collaborative filtering: Based on users’ historical behavior da-
ta, users are matched with other similar users to recommend travel interest
points that they may be interested in. Zhang et al. [8] incorporated both
memory-based preferences and the influence of interest point stickiness into a
user-based collaborative filtering framework to improve the performance of in-
terest point recommendations. Febre et al. [9] presented an enhanced user-based
collaborative filtering approach with demographic information for recommend-
ing touristic sites, which provides precise recommendations. Li and Gong [10]
proposed a novel deep neural network, named ST-TransRec, for crossing-city
POI recommendations. Memory-based collaborative filtering algorithms can be
used in scenarios requiring high real-time performance, but they cannot han-
dle massive amounts of data and usually require sampling or dimensionality
reduction of the data.

Model-based collaborative filtering: By building models of user and item fea-
tures, these models are used to predict the user’s interest level or rating of the
item. Chen et al. [11] proposed a personalized travel planning method based on
matrix decomposition and sequential pattern mining, which represents the users’
historical behavior data as a user-interest point matrix and learns the embedding
vectors of users and interest points through matrix decomposition. Cepeda-
Pacheco and Domingo [12] proposed a deep-learning-based tourist attraction
recommendation system. Kamble and Kounte [13] used DeepHCF, a deep-
learning-based model to solve the data sparsity problem. Madani et al. [14]
proposed a method for recommending tourist attractions based on a combina-
tion of deep learning and collaborative filtering, which learns the feature vectors
of the attractions through convolutional neural networks and the embedding
vectors of users and attractions through matrix decomposition, while using at-
tention mechanisms and double-gated recurrent neural networks to improve the
recommendation effect.

2.2 Collaborative Filtering of Travel POI Recommendations
with Graph Neural Networks

The GCNs-CF method can be used to recommend travel points of interest based on
the users’ historical behavior and preferences, using the similarity and association
between travel points of interest to better meet the users’ needs. The main idea of the
GCNs-CF method is to learn the embedding vectors of users and points of interest
through graph convolutional neural networks in order to capture the relationship
and similarity between them.

Wang et al. [15] proposed an attentive sequential model based on graph neural
network (ASGNN), which uses users’ long-term and short-term preferences from
their behavioral sequences to make the next POI recommendation. Nan et al. [16]
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proposed a collaborative mining and filtering process (CMFP) to reduce the data
processing overhead and increase the recommendation ratio. Xin et al. [17] pro-
posed a POI recommendation algorithm using a social-temporal contextual GNN
model in location-based social networks. Jiang et al. [18] proposed a unified atten-
tion framework for next POI recommendation by modeling users’ Long-term and
Short-term Preferences via self-supervised learning (LSPSL). Wang et al. [19] pro-
posed a novel graph self-supervised behavior pattern learning model (GSBPL) for
the next POI recommendation. Cao et al. [20] effectively integrated the time in-
formation and geographic information of users’ check-in in the LBSN and proposed
a POI recommendation algorithm that comprehensively considers edge devices and
the Cloud. Zhang et al. [21] proposed a generic point-of-interest recommendation
framework GNN-POI that utilizes the powerful modeling capabilities of GNNs to
generate personalized recommendations from node information and topology. This
paper presents several graph neural network-based interest point recommendation
algorithms, including ASGNN, CMFP, a neural network-based collaborative filtering
model, a social-temporal contextual graph neural network model, and a GNN-POI
framework. These algorithms use the modeling capabilities of graph neural networks
to learn node representations from node information and topology to improve POI
recommendations. Some of these algorithms also use information such as user be-
havior sequences, image tags and social networks to obtain long-term and short-term
preferences of users to improve the accuracy and personalization of recommenda-
tions.

2.3 Summary

Conventional approaches use the modelling capabilities of graph neural networks to
learn node representations from node information and topology. Few researchers
in the field of personalised travel recommendation algorithms have considered col-
laborative signals in graph convolutional collaborative filtering, unlike the existing
research methods, this algorithm considers the embedding of collaborative signals
in collaborative filtering between user-points-of-interest and considers graph convo-
lutional collaborative filtering domain aggregation.

3 PROBLEM DEFINITION

In this section, we introduce some concepts and definitions in travel the interest
point recommendation.

Definition 1. Let U = {u1, u2, u3, . . . , um} be the set of users, P = {p1, p2, p3, . . . ,
pn} be the set of POIs, and the user-POI interaction matrix D ∈ Rm×n be m users
and n POIs.

Definition 2. Check-in matrix R ∈ R|U |×|P |, the matrix R is a binary matrix that
records the check-in records of a user. If user ui has check-in activity at POI pj,
Rui,pj = 1, otherwise Rui,pj = 0.
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Definition 3. The graph G = (V, ζ, E) is a Bipartite graph, where V = U ∪P , ζ is
the set of edges representing the interaction between users and POIs, and E is the
embedding matrix.

Problem (Travel POI recommendation). The purpose of travel recommenda-
tion algorithms is to recommend new locations to users and help them discover
cities and attractions that may be of interest to them. The POI recommendation
method analyses the users’ history to build a model of user preferences for unvis-
ited attractions and then recommends the highest-scoring unvisited attractions
to the user.

4 PROPOSED FRAMEWORK

4.1 Model Construction

Most existing CF models based on GCNs construct a bipartite graph G = (V, ζ, E)
for cooperative signal propagation and updating of user and POI embeddings, where
V = U∪P , ζ is the set of edges representing the interaction between users and POIs.
Each user and point of interest is a node of G and is characterized as a learnable
embedding vector eu ∈ Rd (ep ∈ Rd); by stacking them together, the initial embed-
ding matrix E can be obtained. The GCN model can be represented by the function
f in the form shown in Equation (1):

f(R−|G,R+, θ) : Vu × Vp → R+, (1)

where θ is a parameter of the model. The matrix and node form of the update rule
is usually expressed as follows:

E(l) = σ
(
ÂE(l−1)W (l)

)
, (2)

e(l)u = σ

(∑
p∈Nu

1√
du + 1

√
dp + 1

e(l−1)
p W (l)

)
, (3)

where, σ(·) is a nonlinear activation function, W (l) is a weight matrix, du and dp
represent the degrees of users and POIs nodes, respectively, and Nu is a POI node
directly connected to the user u.

Â = D̃− 1
2 · Ã · D̃− 1

2 , (4)

where Ã = A+ I, D̃ = A+ I. A, D and I are the adjacency matrix, diagonal degree
matrix and identity matrix, respectively.

Node embedding is generally updated from the current embedding of the adja-

cent aggregated neighbors starting from the initial state e
(0)
u = eu. Finally, the pool

function is used for generating node embedding. The pool function is usually used to
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reduce the size of the feature map, thereby reducing the computational complexity
and the number of model parameters.

ou = Pooling
(
e(0)u , . . . , e(l)u

)
. (5)

The interaction between users and POIs is estimated as follows:

r̂up = oTu op. (6)

The overall process of CF based on GCNs is to update the node embedding layer
using the embedding of the previous layer [7]:

E(l) = f
(
E(l−1), G

)
, (7)

where E(l) and E(l−1) denote the node embeddings in the lth and (l − 1)th layers,
respectively. f(·) is the function used to update the nodes. The core of GCNs-based
CF is to update self-embedding through domain aggregation, and inspired by [22]
GCN in user-POI collaborative filtering shown in Figure 1.2023/8/25 17:52 GCN-CF.svg
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Figure 1. The overall framework of GCN in user-POI collaborative filtering

To explain the process of neighborhood aggregation, we demonstrate the em-
bedded update using user u as the target node:

elu = fcom

(
e(l−1)
u , faggregation

({
e
(l−1)
i | i ∈ Nu

}))
, (8)

where elu and e
(l−1)
u denote the embedding of u in the lth layer and the (l − 1)th

layer, respectively; Nu is the domain set of user u, that is, the POI visited by user u;
faggregation(·) is the embedding aggregation function used to aggregate the neighbors

of the (l − 1)th layer; and fcom(·) is the function that combines the aggregation
embedding of neighbors and the self-embedding of the (l − 1)th layer to update.

In this paper, the high-order embedding of user u is extracted by superimposing
the interaction layer of lth layer. After propagating in l layers, l embedding vectors
can be obtained from each layer, and the embedding vectors of each layer can be
aggregated by an ensemble function to generate the final embedding vector:

e∗u = fint
({

e(z)u | z ∈ [0, 1, . . . , l]
})

. (9)
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After obtaining the final embedding of user u and travel interest point p, the
users’ preference score for the travel interest point is predicted by inner product:

ŷu,p = e∗ue
∗T
p . (10)

4.2 Graph Signal Processing

The image denoising encoder is used to replace the domain aggregation of graphical
neural network collaborative filtering to extract the graph signal processing process
of important graph features.

Given a graph model containing node and edge information, each node has
a feature vector representing the attribute characteristics of the node. These feature
vectors are combined into a matrix, which is the graph signal.

For any signal that is on a graph G, the graph signal difference is defined as
follows [17]: ∥∥∥x− Âx

∥∥∥ . (11)

The degree of variation z(i) of the signal x at node i is usually defined as follows:

z(i) =
∑
j∈Ni

wij(x(i)− x(j)). (12)

The metric of change for the entire graph is expressed as [23, 24]:

variance =
N∑
i=1

z(i)x(i) =
∑
j∈Ni

wij(x(i)− x(j))x(i), (13)

where N is the total number of nodes, wij is the weight value of the connection
between node i and node j, and A(i, j) = wij. Let the eigenvector of the normalized
adjacency matrix be vt, and the eigenvalue be λt. Then we have:∥∥∥vt − Âvt

∥∥∥ = 1− λt. (14)

The amount of variation of a signal on a graph measures the variability of the signal
between each node and its neighboring nodes [23, 24]. There is a very direct linear
relationship between the total variation of the graph signal and the eigenvalues of
the graph; the total variation is a linear combination of all eigenvalues of the graph,
with larger eigenvalues being smoother (less variation) and smaller eigenvalues be-
ing rougher (more variation). Signals with large variation indicate the variability
between each node and its domain, while signals with small variation emphasize the
smoothness between them [25].
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4.3 Proposed GCNs-CF Recommendation Algorithm Based
on Travel POI

In this paper, we use the image denoising encoder IDE to replace the domain ag-
gregation process in the collaborative filtering recommendation algorithm based on
graph neural networks to fully extract and reduce the dimensionality of node fea-
tures, so as to achieve the aggregation and representation of node features. The
model flow is shown in Figure 2. Wang et al. [26] developed a new recommenda-
tion framework - neural graph collaborative filtering (NGCF), which exploits the
user item graph structure by propagating embeddings on it. This leads to the
expressive modeling of high-order connectivity in the user item graph, effectively
injecting the collaborative signal into the embedding process in an explicit man-
ner.2023/6/18 18:29 GCNs-CF-2-1.svg
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Figure 2. The framework of our proposed GCNs-CF

In Figure 2, an illustration of GCNs-CF model architecture can be seen (the
arrowed lines present the flow of information). The representations of user ui (left)
and POI pj (right) are refined with multiple embedding propagation layers, whose
outputs are concatenated to make the final prediction. The model is divided into an
embedding layer, a domain aggregation layer and a combination/prediction layer.
The layers are described below.

4.3.1 Embedded Layer

In order to obtain low-density feature vectors, the feature embeddings of users and
POIs need to be initialized at the embedding layer. In the tourism dataset, processed
user feature vectors and POI feature vectors can be used to obtain initial embedding
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vectors of the same dimensionality by means of a single-layer perceptron with Tanh
as the activation function:

Eu = tanh(VuW
u), (15)

Ep = tanh(VpW
p), (16)

where W u ∈ RdVu×d, W p ∈ RdVP ×d and Equations (15)and (16) are spliced together
to obtain the initial matrix of the propagation:

E = [Eu, Ep] = [eu1 , eu2 , eu3 , . . . , eun , ||ep1 , ep2 , ep3 , . . . , epm ]. (17)

4.3.2 Domain Aggregation Layer

The domain aggregator of GCNs-CF is used to aggregate the features of users and
interest points into the same domain for better recommendations. Compared to
the traditional aggregation layer, the IDE is used instead of the domain aggregator
of GCNs-CF to better capture the relationships and features between users and
tourism interest point nodes and neighboring nodes. The lth layer is broadly defined
as:

e(l)u =
∑
p∈Nu

1√
|Nu|

√
|Np|

e(l−1)
p , (18)

e(l)p =
∑
u∈Np

1√
|Np|

√
|Nu|

e(l−1)
u , (19)

where e
(0)
u and e

(0)
p are the embedding results of the first layer. Equation (20) can

be used to predict whether a user interacts with the POI:

Rup =

{
1, interactive,

0, without.
(20)

The embedding vector matrix of users and tourist interest points after the lth

layer is:

E(l) =
(
D̃− 1

2 ÃD̃− 1
2

)
E(l−1). (21)

This gives the final embedding matrix used for prediction as

E(l) = α0E
(0) + α1E

(1) + α2E
(2) + · · ·+ αlE

(l)

= α0E
(0) + α1ÂE

(0) + · · ·+ αlÂ
lE(0), (22)

here αl is the importance of the predefined lth layer representation, which is generally
set to αl =

1
1+l

.
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To enhance the informativeness and effectiveness of graph representation, we
adopt hypergraphs to represent user-item interactions, which can be seen as a form
of dimensionality reduction.

AU = D
− 1

2
u RD−1

p RTD
− 1

2
u , (23)

AP = D
− 1

2
p RD−1

u RTD
− 1

2
p , (24)

where Du, Dp are the diagonal degree matrices of the user and POIs. In considering
the user (POI) relationship, we consider POIs (users) as hyper-edges.

The embeddings generated on hypergraphs are formulated as follows [25]:

EU =
(
O ⊙ γ(U, π)OT

)
EU , (25)

EP =
(
Q⊙ γ(P, σ)QT

)
EP , (26)

where {O ∈ RM×m, π ∈ Rm}, {Q ∈ RN×n, σ ∈ Rn} are user and POI relations (AU

and AP ), γ(·) outputs the importance of distinct features to users/POIs, ⊙ stands
for the element-wise multiplication. EU and EP are embedding matrices for users
and POIs, respectively. Therefore, a paradigm for collaborative filtering based on
graph convolution can be expressed as:

E(l) = ĀUE
(l−1). (27)

4.3.3 Combination Forecasting Layer

After passing through L layers of propagation, we obtain multiple representations
for each user u. These representations highlight different connections and messages,
and therefore have varying degrees of importance in reflecting user preferences. To
capture the full range of user preferences, we concatenate these representations to
form the final embedding for the user. We perform the same operation on POIs,
concatenating the POI representations learned by different layers to obtain the fi-
nal POI embedding. This process effectively reduces the weight of each individual
representation and combines them into a more comprehensive and accurate represen-
tation. Combining the different layers of information provides a more comprehensive
picture, with the final representation of user eu and tourism interest point ep shown
in the following equations:

e∗u =
L∑
l=0

αle
(l)
u , (28)

e∗p =
L∑
l=0

αle
(l)
p , (29)

yGCNs−CF (u, p) = e∗Tu e∗p, e∗u = e(0)|| . . . ||e(l), e∗p = e(0)|| . . . ||e(l), (30)
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where αl is the importance of the predefined lth layer representation, which is gener-
ally set to αl =

1
1+l

. Equation (30) indicates that the user-POI is spliced and then
the inner product is predicted, and || indicates the series operation.

4.4 Optimization Function

Adaptive adjustment of the negative sample gradient size in GCNs-CF can make
better use of the graph structure information between users and interest points to
improve the performance of the model and the recommendation effect. Adam (Adap-
tive Moment Estimation) is an adaptive learning rate optimization algorithm that
can automatically adjust the size of the learning rate during the training process.
The calculation formula is as follows:

gt = ∇L̂(θt),

mt = β1mt−1 + (1− β1)gt,

vt = β2vt−1 + (1− β2)gt
2,

m̂t =
mt

1−β1
t ,

v̂t =
vt

1−β2
t ,

θt−1 = θt − η√
v̂t+ε

m̂t,

(31)

where t denotes the number of iterations; β1 and β2 are two hyperparameters, usually
taking values of 0.9 and 0.999, respectively; gt is the gradient of the current iteration;
mt and vt are the first-order and second-order moment estimates of the gradient
and gradient squared, respectively; m̂t and v̂t are bias corrections for the first- and
second-order moment estimates; η is the learning rate; and ε is a very small constant,
which usually takes a value of 10−8.

Adam is a commonly used optimization algorithm [27, 28], which has the ad-
vantages of being efficient and adaptive. However, due to the presence of negative
samples in the training process, if left untreated, it will lead to the size of the gra-
dient being pulled down, which affects the training effect of the model. In order to
solve this problem, the following two methods are considered in this paper:

Calculating negative sample weights: There are usually more negative samples
than positive samples, so you can consider weighting the negative samples to
balance the number of positive and negative samples. Specifically, a weighting
factor can be set for the negative samples, such that the gradient calculation
offsets the negative sample weights. The general approach is to set a weight
for each negative sample, which can be calculated as the ratio of the number of
negative samples to the number of positive samples, for example, as the number
of positive samples/negative samples.

Gradient cropping: Since negative samples may cause the size of the gradient
to be pulled down, consider using gradient cropping to limit the size of the
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gradient. Specifically, a threshold can be set and when the size of the gradient
exceeds this threshold, the size of the gradient is cropped to this threshold. This
prevents negative samples from having too much influence on the gradient and
thus better training the model.

In this paper the Adam method of adaptively adjusting the size of the nega-
tive sample gradient is optimized using the method of calculating negative sample
weights in conjunction with the characteristics of the dataset, and the adjusted
formula is as follows: 

gt = ∇L̂(θt),

mt = β1mt−1 + (1− β1)wigt,

vt = β2vt−1 + (1− β2)wigt
2,

m̂t =
mt

1−β1
t ,

v̂t =
vt

1−β2
t ,

θt−1 = θt − η√
v̂t+ε

m̂t.

(32)

The negative sample weight is set as the ratio of the number of positive samples
to the number of negative samples by using the equiproportional scaling method in
the calculation of negative sample weights, which is calculated as follows:

wi =

{
1
ρ
, yi = 1,

1
1−ρ

, yi = 0,
(33)

where wi is the weight of the ith sample, yi is the label of the ith sample and ρ is
the proportion of positive samples. Adam’s algorithm combines the advantages of
momentum and RMSprop, which can effectively adapt to different gradient scales
and make the gradient descent smoother.

Bayesian Personalized Ranking (BPR) [23, 29] is the most common type of loss
function used in recommendation algorithms:

LBPR = −In (σ(ŷu,p+ − ŷu,p−)) , (34)

where σ(·) is the activation function, p+ is the POI observed by the user, and p−

is the POI not observed by the user u. Since the BPR approach ignores user and
item contextual information, it does not sufficiently extract features from users and
items, which means its representational power is limited, it performs poorly for
sparse datasets, and is susceptible to the cold-start problem. The model can be
better evaluated using a loss function incorporating a regularization condition [11]:

Loss = −
∑

(u,p+,p−)∈D

In σ(ŷu,p+ − ŷu,p−) + λ ∥Θ∥22 , (35)
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where D = {(u, p+, p−)|(u, p+) ∈ R+, (u, p−) ∈ R−} represents the entire training
dataset, and R+ and R− represent positive and negative samples.

5 EXPERIMENTS

5.1 Dataset Description

Two public POI travel datasets (Gowalla and Foursquare) and a travel dataset
from a related website (Tourism), obtained using crawling techniques were used to
evaluate the recommendation performance of the algorithm. The datasets contain
information such as user, POI, timestamp, longitude and latitude. The detailed
information of these datasets is shown in Table 1.

Data Users POIs Interactions Data Density [%]

Gowalla 29 858 40 981 341 606 0.028
Foursquare 7 642 28 483 250 271 0.115
Tourism 678 1 256 58 649 6.839

Table 1. Statistics of datasets

In data pre-processing, POIs with fewer than 10 signed-in users are removed
first, then the data set is randomly divided into a training set and a test set. We use
only 20 percent of the user-POI pairs as the test set and the rest are the training
set. The training set is used for model training, and the test set data is used to
predict the performance of the model.

5.2 Evaluation Metrics

In order to evaluate the generalization ability of the model, we use the recall rate
(Recall@K) to measure the proportion of accurately recommended travel interest
points and the normalized cumulative loss gain (nDCG@K) method to measure
the ranking performance, and the two metrics are used to further tune the pro-
posed model by stepwise optimization. The recall rate (Recall@K) is calculated as
follows:

Recall@K =
Su
K

K
, (36)

where Su
K is the number of POIs that users are interested in, and Equation (36)

is used to measure the proportion of target tourism interest points in the top-K
list.

The normalized discounted cumulative gain takes into account the actual rel-
evance and ranking order of each tourism point of interest and is calculated as
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follows:

IDCG@K =

|REL|∑
i=1

2reli − 1

log(i+ 1)
, (37)

DCG@K =
K∑
i=1

2reli − 1

log(i+ 1)
, (38)

where reli denotes the relevance of the recommendation results for location i. reli
is generally set to a value of 1 for tourism points of interest for which the user
gives positive feedback and 0 for the rest of the tourism points of interest. IDCG
indicates the list of the best recommendations returned by the recommendation
system to a given user, that is, the most relevant results (target tourism points of
interest) are placed at the top:

nDCG@K =
DCG@K

IDCG@K
. (39)

The nDCG is calculated in this way, which is equivalent to standardizing it
between users so that the nDCG values are comparable between users.

5.3 Baseline Model

This paper compares the GCNs-CF approach proposed in this paper with the fol-
lowing recommendation algorithms for POIs of tourism interest.

NCF [30]: A collaborative filtering approach based on neural networks, which uses
a multilayer perceptron to learn user-item interaction functions proposing a neu-
ral network structure to model the latent characteristics of users and items.

BPRMF [31]: Based on the assumption that users prefer consumed items over
unconsumed items, this algorithm aims to maximize the difference in predicted
ratings for these items per user and recommends POIs using implicit feedback
data.

NGCF [26]: Uses the user item graph structure to emphasize the critical impor-
tance of exploiting synergistic signals by propagating embeddings over it.

LGLMF [1]: A logistics matrix decomposition POI recommendation model based
on local geography.

LightGCN [32]: This approach simplifies the design of GCN by proposing a new
model that includes only domain aggregation and uses this method for collabo-
rative filtering.

FG-CF [7]: A friend-aware graph collaborative filtering approach (FG-CF), which
integrates social information into the users’ POI graph.
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GDE [25]: This model investigates how domain aggregation in collaborative fil-
tering of graph convolutional networks can contribute to recommendation algo-
rithms.

GCNs-CF: A graph neural network-based recommendation algorithm for the tra-
vel points of interest proposed in this paper.

5.4 Performance Comparison

In the experiments, we first compare and analyze the recommendation results of the
model under Top@10 and Top@20 on three datasets and evaluate the performance
of the model using four common metrics of recommendation algorithms; namely
Recall@10, Recall@20, nDCG@10, and nDCG@20. Our GCNs-CF model and the
baseline model were experimented on three datasets, and the experimental results
are shown in Table 2.

NCF LGLMF FG-CF NGCF BPRMF LightGCN GDE GCNs-CF

G
ow

al
la nDCG@10 0.0361 0.0368 0.1324 0.1401 0.1657 0.1662 0.1672 0.1822

nDCG@20 0.0332 0.0331 0.1206 0.1298 0.1427 0.1556 0.1561 0.1599
Recall@10 0.0345 0.0574 0.1276 0.1530 0.1359 0.1521 0.1550 0.1604
Recall@20 0.0317 0.0341 0.1031 0.1317 0.1368 0.1373 0.1380 0.1400

F
ou

rs
q
u
ar
e nDCG@10 0.0476 0.0566 0.0823 0.0833 0.1275 0.1276 0.1299 0.1543

nDCG@20 0.0411 0.0418 0.0799 0.0824 0.1081 0.1098 0.1102 0.1288
Recall@10 0.0366 0.0665 0.0815 0.0801 0.1132 0.1135 0.1143 0.1343
Recall@20 0.0356 0.0429 0.0801 0.0740 0.0975 0.1011 0.1056 0.1097

T
ou

ri
sm

nDCG@10 0.0391 0.0487 0.0664 0.0893 0.0973 0.1009 0.1109 0.1277

nDCG@20 0.0367 0.0405 0.0620 0.0752 0.0840 0.0892 0.0903 0.1136
Recall@10 0.0288 0.0386 0.0701 0.0840 0.1045 0.1071 0.1189 0.1294
Recall@20 0.0267 0.0359 0.0695 0.0736 0.0911 0.0923 0.0982 0.1092

Table 2. Model recommendation accuracy comparison table

As can be seen from Table 2, the model proposed in this paper outperforms
other baseline models, both when run on publicly available datasets and when ex-
perimented on datasets obtained by ourselves. On the Gowalla dataset, the NCF
model has the lowest recall Recall@10, the GDE model is second only to the GCNs-
CF model, compared with which the GCNs-CF model improves its accuracy by
3.48%, and the normalized discounted cumulative gain nDCG@10 and nDCG@20
improve their accuracy by 8.97% and 2.43%, respectively, over the optimal base-
line model GDE. On the Foursquare dataset, the nDCG@10, nDCG@20, Recall@10
and Recall@20 model accuracies improved by 18.78%, 16.88%, 17.50% and 3.88%,
respectively, over the optimal baseline model GDE. On the Tourism dataset, which
was obtained by ourselves in this paper, the accuracy of the nDCG@10, nDCG@20,
Recall@10, and Recall@20 models improved by 15.14%, 25.80%, 8.83% and 11.20%,
respectively, over the optimal baseline model.
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In order to analyze the effect of different recommendation quantities on the rec-
ommended effect of the model, K = 1, 5 and 10 were chosen as the recommendation
quantities. K = 1 indicates the unique choice of the user, while K = 5 and 10 indi-
cate that the user has different choices, and the recommendation results of different
models are shown in Figure 3 and Figure 4.
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Figure 3. The results of nDCG on Gowalla, Foursquare and Tourism
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Figure 4. The results of Recall on Gowalla, Foursquare and Tourism

It can be seen from Figure 3 and Figure 4 that the recommendation accuracy
of each model on the Gowalla and Foursquare datasets is higher than that on the
self-acquired dataset Tourism, which may be due to the unclean data cleaning and
small data volume of the self-acquired dataset. The experiments demonstrate that
the recommendation performance of the proposed model outperforms the optimal
baseline model.

To better evaluate the recommendation performance of the proposed model
GCNs-CF, K = 1, 5 and 10 were selected as the number of recommendations to
compare the recommendation effect of GCNs-CF on the three datasets, and the
experimental results are shown in Figure 5.

The choice of the number of convolutional layers is a critical issue when using
IDE instead of GCNs-CF for domain aggregation. Deeper networks may capture
more complex features, but may also lead to problems such as overfitting and gradi-
ent disappearance. In order to select the appropriate number of convolution layers,



GCNs-CF 1533

1 5 1 00 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8
0 . 1 0
0 . 1 2
0 . 1 4
0 . 1 6
0 . 1 8
0 . 2 0

nD
CG

@K

K

 T o u r i s m
 F o u r s q u a r e
 G o w a l l a

1 5 1 00 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8
0 . 1 0
0 . 1 2
0 . 1 4
0 . 1 6
0 . 1 8

Re
cal

l@
K

K

 T o u r i s m
 F o u r s q u a r e
 G o w a l l a

Figure 5. Comparative analysis of recommendation results for different K values on three
datasets

the results of comparing the model with different convolution layers under three
data sets Recall@10 and nDCG@10 were experimented with, and the results are
shown in Figure 6.

1 2 3 4 5 60 . 1 0
0 . 1 1
0 . 1 2
0 . 1 3
0 . 1 4
0 . 1 5
0 . 1 6
0 . 1 7

Re
cal

l@
10

L

 G o w a l l a
 F o u r s q u a r e
 T o u r i s m

1 2 3 4 5 60 . 1 0
0 . 1 1
0 . 1 2
0 . 1 3
0 . 1 4
0 . 1 5
0 . 1 6
0 . 1 7
0 . 1 8
0 . 1 9

nD
CG

@1
0

L

 G o w a l l a
 F o u r s q u a r e
 T o u r i s m

Figure 6. Comparative analysis of recommended results for different number of convolu-
tion layers

It can be seen from Figure 6 that the Recall@10 and nDCG@10 values of the
GCNs-CF model show an increasing trend from the first to the second layer, and
a significant decreasing trend after the second layer. In other words, the best results
are obtained when the number of convolution layers is 2, so 2 can be taken as the
number of convolution layers.

In the experimental setup involving two convolutional layers, this paper exam-
ines the impact of domain aggregation as a key factor for comparison. As evident
from the training curve depicted in Figure 7, the proposed method significantly out-
performs the traditional domain aggregation approach. Domain aggregation is the
process of enhancing the recommendation performance in a recommender system
by considering the associations between different users and POIs. This is achieved
by representing them as a graph structure and utilizing graph convolutional neural
networks to learn representations. These representations enable the extraction of
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Figure 7. Training curves (where GCNs-CF(N) denotes unchanged domain aggregation)

relationships and features between nodes and their neighboring nodes more effec-
tively.

6 CONCLUSIONS

With the development of society, people’s living standards are improving and more
and more people like to travel; however, the uneven travel recommendation infor-
mation on the Internet means people are caught in the flood of information and
it is difficult to choose the most suitable for their own tourist attractions; there-
fore, how to achieve accurate personalized travel recommendations is particularly
important.

This paper proposes a graph convolutional neural network collaborative filtering
method for travel point-of-interest recommendation, which considers the dynamic
representation of users and POIs, uses IDE instead of the traditional GCNs-CF
domain aggregation method, extracts important user-travel point-of-interest graph
features, and selectively embeds higher-order connectivity into the node represen-
tation. We also use an adaptive adjustment of the negative sample gradient size to
address the problem of slow convergence of graph convolutional neural networks in
collaborative filtering personalized travel recommendation algorithms. The experi-
ments were conducted on two publicly available datasets, Gowalla and Foursquare,
as well as on our own collected dataset, Tourism, with eight widely used baseline
models. The experimental results show that the method proposed in this paper sig-
nificantly outperforms the baseline model, which means that the method proposed
in this paper is feasible in the travel recommendation algorithm.
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