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Abstract. This paper proposes an advanced expert collaborative filtering recom-
mendation algorithm. Although ordinary expert system filtering algorithms have
improved the recommendation accuracy of collaborative filtering technology to
a certain extent, they have not screened the level of expertise of experts, and the
credibility of experts varies. Therefore, this paper proposes an expert mining sys-
tem based on signal fluctuations. The algorithm uses signal processing technology
to filter the level of experts. This method introduces a kurtosis factor. Regarding
the user’s rating sequence as a random discrete signal, and then randomly sorting
the user’s ratings k times, the average kurtosis of the user is obtained. And take
the kurtosis value as the credibility of expert users. Through experiments on multi-
ple datasets including MovieLens, Jester, Booking-Crossings, and Last.fm, we have
proved the advancement and reliability of our method.

Keywords: Recommendation system, machine learning, expert system, kurtosis,
collaborative filtering

1 INTRODUCTION

With the advent of the era of big data, information technology has developed rapidly,
and data has grown explosively. How to quickly and effectively obtain valuable in-
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formation from complex data has become a key issue in the current development of
big data. Recommendation algorithm [1] as one of the most effective means to solve
the “information overload” [2], it is now not only widely used in daily life such as
shopping, social networking, entertainment and other platforms, but even in medical
treatment, education, etc. There is also rapid progress in the field. It can effectively
use existing resources to filter out valuable information from massive data and feed
it back to users. In artificial intelligence, an expert system is a computer program
that replicates the ability for evaluation of a human expert. Expert systems are cre-
ated to reason through knowledge bases that are mostly expressed as if-then rules,
as opposed to using conventional procedural code. A knowledge base, a search or
inference engine, a knowledge acquisition system, and a user interface or commu-
nication system are the four main parts of an expert system. Knowledge systems
execute inference operations using explicitly stated knowledge to solve challenging
challenges in the real world.

In the early phases of development, a typical recommendation approach is to
simply arrange goods according to sales, topic clicks, or news reading, etc., before
selecting the top N items to generate a ranking list and suggest them to users. This
technique produces excellent results, and many websites still use comparable features
today. However, this approach also has a serious drawback in that it can only recom-
mend a small number of highly ranked items and cannot harvest more long-tail data.
Therefore, the primary objective of study in the field of recommendation systems
has become how to fully utilize current resources (items) to produce recommenda-
tions that are as accurate and thorough as feasible. At present, many papers have
conducted in-depth research on recommendation systems and proposed many rec-
ommendation algorithms. Among many recommendation algorithms, collaborative
filtering algorithm [3, 4, 5, 6], as the earliest and most successful recommendation
technology, is the mainstream research direction in the field of recommendation sys-
tems. Its task is to use the scoring matrix of users and items to predict high-scoring
items and recommend them to users. It first recommends user entry items to tar-
get users based on attributes. Recommender systems that recommend things based
on consumer collaborations are the most extensively used and validated technique
of giving recommendations. User-to-user collaborative filtering and item-to-item
collaborative filtering are the two forms, both of which are based on user-to-user
similarity. To solve some of the drawbacks of content-based filtering, collaborative
filtering provides recommendations based on similarities between users and items
simultaneously.

Although the traditional collaborative filtering method is effective, it is not re-
liable enough [7]. In social psychology, there is a principle of authority: that is,
authority has a powerful force that can affect people’s behavior, and people are
more willing to listen to the opinions of experts. Users must accept their em-
ployees’ opinion with respect and gratitude, even if they disagree, if they want to
effectively impact their employees’ performance utilizing the principle of authority.
This demonstrates to users’ staff that users are paying attention and that they are
free to share their own knowledge. Therefore, many scholars have carried out re-
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search on integrating expert opinions into recommendation systems. In 2016, Hwang
et al. [8] proposed a method combining category experts and collaborative filtering
technology-CE method. This method selects a small number of users as experts in
each category, and replaces their scores with those of ordinary neighbors’ scores. Al-
though the recommendation accuracy of collaborative filtering technology has been
improved to a certain extent, this method does not screen the level of expertise
of experts, and the credibility of experts varies. Therefore, this paper proposes
an expert mining collaborative filtering recommendation algorithm based on signal
fluctuation method, which uses signal processing technology. In general, signal fluc-
tuation reduces system performance when compared to nonfluctuating signals. This
loss is significantly reduced when there is perfect independence between subsequent
signals and rather prominent when there is total correlation between signals. Sec-
tion 2 of this paper introduces related work; Section 3 gives a detailed description
of the method proposed in this paper. Section 4 gives the experimental settings and
description of the dataset. Section 5 gives the experimental results and analysis of
the experimental results. Section 6 analyzes the time complexity. Section 7 is the
conclusion and future work.

2 RELATED WORK

As an important part of the recommendation system, the collaborative filtering
(CF) algorithm has received extensive attention from industry and academia. The
collaborative filtering algorithm is based on a strong presupposition: if it is ob-
served that a user has consumed item A, then there is a high probability that the
user will like item B similar to A, and similar users will likely like the same one
entry [9]. Therefore, the core of collaborative filtering is to describe the similar-
ity between items and users, and use the behavior of users similar to the users
to be recommended to infer the preference of the users to be recommended for
a particular product, and then make corresponding recommendations based on this
preference. Currently, collaborative filtering algorithms mainly include two types:
model-based and neighbor-based. Model-based algorithms learn prediction models
from known scores, which have obvious advantages in improving prediction accu-
racy and coping with data sparsity. Collaborative filtering is a subset of models used
in recommendation systems that examines for patterns between users or between
objects using ratings or preferences that have been collected for both the person
and the item. Neighborhood-based collaborative filtering algorithms, also known as
memory-based algorithms, were ones of the first collaborative filtering algorithms
developed [10]. Literature [11] uses a collaborative filtering recommendation method
based on a deep latent factor model. This method uses deep matrix decomposition
to solve the problem of recovering partially filled matrices in the collaborative fil-
tering problem. However, it also has some shortcomings, such as the high cost
of constructing the model. Literature [12] proposed a client/server framework to
create a private recommendation system (PrivateRS). In the case that the ordinal
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meaning of the rating is significantly blurred, the method can still generate accu-
rate recommendations with acceptable losses. This method effectively utilizes the
private mode of users or items, and can to a certain extent circumvent the privacy
risks caused by the mining of user preferences by the recommendation algorithm.
Literature [13] proposed a fuzzy clustering collaborative filtering method (FCCF)
for time-aware POI recommendation to obtain higher POI performance. A fuzzy
clustering based collaborative filtering algorithm (FCCF) is proposed for time-aware
POI recommendation. The fuzzy c-means technique can reduce repeated calcula-
tion and comparison and is used to group similar users. The collaborative filtering
technique also provides suggestions for a number of the top-N POIs at a specific
time to a target user. The above methods can provide users with appropriate rec-
ommendation results when the amount of data sets is limited, but when the amount
of data sets increases, they all face scalability problems. Algorithms based on neigh-
bors do not need to build a specific model, but use a user score matrix to calculate
the similarity between users or items, so the collaborative filtering algorithm based
on neighbors is easier to implement. User score matrix is used to calculate the
similarity between the users or items. The recommendation system combines the
similarity determined by the score value with the similarity determined by the user
score probability and the type of project to increase the accuracy of the similarity
between users. The neighbor-based collaborative filtering algorithm first calculates
the similarity between users (products) based on the user’s historical information,
and then uses the evaluation of other products by neighbors with higher similarity
to the target user (product) to predict the user’s preference for a specific product
degree. The system recommends target users based on this degree of preference.
Literature [14] proposed a UBCF method based on the coverage-based rough set
theory. Compared with traditional UBCF, this method adds a user reduction pro-
cess, which can remove redundant users among users. Literature [15] proposed
a new method of similarity measurement method, based on the attributes of items
to calculate the similarity between users. In order to calculate the similarity more
accurately, the user’s likes and dislikes of the similar attributes of a certain item
are respectively considered. When there are no users with common ratings in the
similarity data set, this method can have a good recommendation effect. Litera-
ture [16] proposed a user collaborative filtering method based on fuzzy C-means.
In collaborative filtering, clustering technology can be used to group the most sim-
ilar users into some clusters. Fuzzy clustering is one of the most commonly used
clustering techniques. Compared with other clustering methods, it has a greater im-
provement effect on collaborative filtering methods. Combining the center of gravity
defuzzification fuzzy clustering with the Pearson correlation coefficient improves the
recommendation accuracy. Literature [17] proposes a method to find nearby users
through subspace clustering. In this method, the author extracts different subspaces
under the categories of interest, disinterest, disinterest, and disinterest. Based on
the subspace, a tree structure of neighboring users is drawn for the target user. The
problem of data sparseness in the system filtering algorithm based on nearest neigh-
bors can be slightly alleviated. Literature [18] proposed a social recommendation
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method based on adaptive neighbor selection mechanism on this basis. The user’s
initial neighborhood set is determined using this process, which combines historical
ratings and social data about other users to build the user’s initial neighborhood
set. The initial rating of things that are invisible is predicted using these neighbor
sets. A confidence model is also suggested in order to establish a new adaptive
neighborhood set by removing pointless persons from the user’s initial neighbor-
hood. In order to forecast new invisible item ratings and suggest items of interest
to active users, the new user-adaptive neighborhood set is used. The collabora-
tive filtering method based on neighbors has been enhanced by the aforementioned
techniques in a variety of ways, but there are still some drawbacks. For example,
some models still cannot completely overcome the high dependence on user scores
or the sparseness of the collaborative filtering method based on neighbors. It is
difficult to find stable and reliable neighbors in the rating of user items, so the
running time is long and the prediction accuracy drops sharply. The emergence
of expert collaborative filtering algorithms largely compensates for this shortcom-
ing.

3 METHODOLOGY

3.1 Problem Description

For the convenience of the following description, here is a unified description of the
labels used in the text, as shown in Table1.

Symbol Description

u, v User u and user v
i, j Item i and item j
Iu A collection of items rated by user u
Iv A collection of items rated by user v
Ui A collection of users who rated item i
r̄u The rating mean of user u
r̄v The rating mean of user v
ru,i User u’s rating for item i
rv,i Expert v’s rating for item i
Pu,i User u’s prediction score for category c item i
¯ru,c User u’s average rating of category c items
¯rv,c Average value of expert v’s scores on category c
Ec Experts in category c items

Table 1. Symbol and Description

Obtain the user rating matrix R in the historical purchase records, R = rui
(1 ≤ u ≤ m, 1 ≤ i ≤ n). Where m represents the number of users and n represents
the number of projects. If user A does not rate item i, then the value is 0, as shown
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in Formula (1).

ru,i =

ru,i, if rating,

0, if no rating.
(1)

Calculate the similarity between users in the training set to form a similarity
matrix. Combined with the expert algorithm, according to the item i to be scored
and the item category matrix, various signal processing methods are used to screen
out the experts of the category of item i. Finally, the prediction score matrix Rpred

is formed.

3.2 Model Introduction

Collaborative filtering (CF), as an important part of the recommendation system,
has received extensive attention from the industry and academia [19]. The col-
laborative filtering algorithm uses the behavior of users similar to the user to be
recommended to infer the user’s preference for a specific product, and then makes
corresponding recommendations based on this preference. At present, the collabora-
tive filtering recommendation algorithm mainly includes two types: neighbor-based
and model-based. Algorithms based on nearest neighbors directly use known scores
to make predictions; while model-based algorithms learn prediction models from
known scores [20].

3.2.1 Nearest Neighbor Algorithm

The nearest neighbor model has the advantages of simplicity, reasonability, effi-
ciency and stability. The common framework for predicting items on a given user
is based on the nearest neighbor method [21]. The basic principle of the nearest
neighbor model is to find k nearest neighbors to replace the current user. In order
to solve the problem of finding neighbors, we first need to find a way to express
the relationship between users. The Pearson correlation algorithm is a memory-
based collaborative filtering technique which solves the scalability issue by deter-
mining how similar two user-rated items are to one another or how similar two
user-rated items are to one another. The distance relationship, PCC (Pearson Cor-
relation Coefficient) is the most commonly used measurement algorithm for collab-
orative filtering algorithms based on neighbors, and its calculation formula is as
Formula (2):

sim(u, v) =

∑
i∈Iu∩Iv(rv,i − r̄v)

2√∑
i∈Iu∩Iv(rui − r̄u)2

√∑
i∈Iu∩Iv(rvi − r̄v)2

. (2)
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3.2.2 Expert Algorithm

The expert algorithm, as the name suggests, divides items into categories, finds users
in each category that have public reference significance for the recommendations of
other target users, and defines them as experts. Expert users should meet the
following definitions.

Definition 1. For project category A, expert Ec is defined by Formula (3):

|Iu| ≤ |Ic| ((u ∈ U − Ec,∀v ∈ Ec). (3)

The expert algorithm will satisfy the above-mentioned users to become expert
users. The earliest expert algorithm consists of two parts: finding experts and gen-
erating recommended values. In actual operation, the recommendation effect of this
structure is not ideal. As more and more professionals participate in research and
improvement, the expert algorithm currently consists of three parts: finding experts,
calculating similar values between experts and users, and generating recommended
values.

Find the Experts. According to the item to be scored and the item-category
matrix, determine the category of the item, calculate the number of times to eval-
uate all items of the category for all users, and arrange them in descending order.
Descending order is a method of arranging integers from greatest to lowest. The
first step in organizing the numbers is to start with the greatest number and work
our way down to the smaller ones one by one. The number of experts is determined
by the definition of experts and preset thresholds. Preset Threshold refers to the
preset amount per Card that users have determined, up to which the Card is topped
up each month and which the user may then use to consume food and beverages
that month. The Preset Threshold will be supplemented each month by Available
Funds.

Generate Recommended Value. In the expert algorithm of literature [14],
when calculating the predictive score, only the expert suggestions with high similar-
ity to the current user are considered, and the strategy of unconditionally trusting
the expert-EA (expert algorithm) is adopted. When measuring the similarity be-
tween experts and users, Formula (4) is used, and the final score prediction uses the
following Formula (4):

pu,i,c = ¯ru,c +
1

k

∑
v∈Ec

(rv,i − r̄v,c). (4)

When the item to be predicted belongs to multiple categories, Formula (5) is
used to calculate the score value.

pu,i, =
1

|ci|
∑
c∈ci

pu,i,c. (5)
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Among them: c is the number of categories to which the project belongs; P is
the predicted value of each category. The running time of the above prediction
scoring algorithm is relatively short, but it performs generally in terms of prediction
accuracy. The difference between observed and predicted values should be used to
calculate predictive accuracy. The projected values, however, may pertain to many
types of knowledge. The consequent predictive accuracy can therefore be used to
relate to many concepts. When the project is determined, the prediction score of
this algorithm for different users is almost the same, because the expert’s choice
does not consider the current user, but only considers the items that the current
user needs to predict.

Kurtosis Factor. Kurtosis k is a numerical statistic reflecting the distribution
characteristics of random variables, a normalized 4th order central moment, and
a signal waveform characteristic. In mechanical principles, the kurtosis coefficient
means that when fatigue failure occurs on the working surface of the bearing, the
shock pulse generated at the defect of the working surface per revolution, the greater
the failure, the greater the impact response amplitude, and the more obvious the
failure phenomenon. Fatigue failures are closely correlated to components that with-
stand cyclic pressures or strains that permanently damage them. This builds up
until a fracture forms, propagates, and leads to failure. Fatigue is the term used
to describe the cyclic loading-induced process of damage development and failure.
Shock Pulse Monitoring (SPM) is a patented predictive maintenance system that
measures vibration and shock pulses of joints in motors to determine their condition
and operational life before the next overhaul procedure. The kurtosis coefficient
can represent the probability of the occurrence of large amplitude pulses caused
by faults. The kurtosis coefficient is used to determine if a density is more or less
peaked around its center than a normal curve, and negative values are frequently
used to signify that a density is overstated around its center than a normal curve.
This recommendation system introduces the kurtosis factor. Regarding the user’s
rating sequence as a random discrete signal, and then randomly sorting the user’s
ratings k times, the average kurtosis of the user is obtained, which can be written
as Formula (6):

Cq =
1

k

k∑
i=1

1
N

∑N
i=1

(
|Ui| − (̄ru)

)4
(̄Ru

4
rms)

. (6)

After introducing the kurtosis factor, the method of finding experts is shown in
Figure 1. The hollow blue circle on the left side of the figure represents the user, the
orange hollow circle above represents the item, and the blue solid circle represents
the user’s rating of the item. The darker the color, the higher the score. It can be
seen from the figure that the scores of different items are quite different, and they
are considered experts.
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Figure 1. Schematic diagram of expert selection using kurtosis factor

4 EXPERIMENTS AND DATASETS

4.1 Datasets

MovieLens. This experimental data set uses the MovieLens data set provided
by the GroupLens Research laboratory, which contains the ratings of movies by
anonymous users, and each user has rated at least 20 of the movies. The rating
value ranges from 1 to 5, with 1 indicating the lowest rating, 5 indicating the high-
est rating, and 0 indicating that the user has not rated the movie. In addition
to scoring data, the data set also contains attributes of users and projects, such
as the user’s gender, age, occupation, project name, release year, style genre, etc.
The style genre and scoring data of the user’s movie are required for this experi-
ment.

Jester. Jester was created by Ken Goldberg and his team at the University of
California, Berkeley, and comprises about 6 million ratings for 150 jokes. Jester
uses online user reviews to compile its ratings, just like MovieLens. Jester stands
apart from other data sets in two ways: first, it has a continuous scale from −10
to 10, and second, it has the highest score density in terms of magnitude. What
does “how many things are reviewed by each user” indicate in terms of the rating
density? The rating density will be 100% if each user has given a rating for every
item. It will be 0% if nothing has been rated. Jester has a 30% density, which means
that the majority of users only rated 30% of the jokes. In example, MovieLens 1M
has a density of 4.6% (other data sets have densities of less than 1%). Of course,
it is not quite that easy. The quantity of goods that each user reviews varies.
While most users only rate a small number of goods, other people rate numerous
items.
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Book-Crossings. Based on information from bookcrossing.com, Cai-Nicolas Zieg-
ler developed the book score data set known as Book-Crossings. It has 1.1 million
reviews from 90 000 individuals for 270 000 books. Cai-Nicolas Ziegler collected
the BookCrossing (BX) dataset during a 4-week crawl (August/September 2004)
with permission of Ron Hornbaker, CTO of Humankind Systems. It has 1 149 780
ratings (explicit or implicit) of 271 379 books from 278 858 individuals who have been
anonymized but have demographic information. User reviews of books are gathered
in the BookCrossing dataset. It has both explicit ratings (from 1 to 10 stars) and
implicit ratings (based on how readers interacted with the book). The score, which
includes explicit and implicit scores, is between 1 and 10. One of the least dense
data sets, and the least dense data set with a score, is the Book-Crossings data
collection.

Last.fm. A collection of music recommendations is provided by Last.fm. A list of
the top artists and the quantity of plays are provided for each user in the data set.
A tag designed to incorporate all music available on last.fm, regardless of category,
and to promote a sense of community. When finished, the “all” tag should give
access to everyone an incredibly diverse range of music. Additionally, it has tags
that users have added that can be conducted to generate content vectors. Some
information (about a particular song or the time someone is listening to the music)
will be lost after the Last.fm data has been aggregated. In these examples, it is the
only data set with information about the user’s social network.

4.2 Statistics

We have conducted statistics on the four data sets to better understand the datasets.
Statistics, also known as the “Science of Facts”, allows us to generate conclusions
from a set of data. Additionally, it may help people across all sectors in obtaining
responses to their research or business-related queries and predict results, such as
what program they might want to watch on their preferred video app next. Fig-
ure 2 shows a histogram of the number of users and the number of items in the
four datasets. For the convenience of observation, we use thousands as the unit,
and only part of the histogram of the Book-Crossings dataset is shown. As can
be seen from the figure, the number of users of the Jester dataset is far greater
than the number of items. The number of users in the Last.fm dataset is much
smaller than the number of items. The number of users and items of MovieLens and
Book-Crossings is relatively balanced. In addition, we can also see that the num-
ber of samples in the Book-Crossings dataset is much larger than the other three
datasets.

4.3 Evaluation Metric

The criteria for evaluating the prediction accuracy of the recommendation system
are divided into two categories: decision-making accuracy standards and statistical
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Figure 2. Number of users and items in the four datasets

accuracy standards. The actual response of an organization to a task is compared
to the required response, and accuracy is calculated by allocating a cost to the dif-
ference. The organization’s capacity to respond within a time frame established
between the demands of the work is reflected in its ability to be responsive. A se-
ries of measurements are evaluated for accuracy to determine if they are generally
accurate. This paper adopts the root mean square error (RMSE), which is sensi-
tive to the response of very large or very small errors. The root mean square error
or root mean square deviation is one of the most often employed metrics for as-
sessing the accuracy of predictions. It illustrates the Euclidean distance between
measured true and predicted values. In recommendation systems, RMSE is widely
used as a common measurement error standard. The principle is to calculate the
square root of the ratio of the user’s projected value and the true value of the
project to the square root of the ratio of the number of users n, as shown in For-
mula (7):

RMSE =

√√√√ 1

n

m∑
i=1

(h(xi)− xi)2. (7)

4.4 Experiments Environment

We use Python 3.6 as the programming language for method implementation. We
use Pytorch 1.7.1 to implement the neural network. We use Scikit-learn 0.24.0 to
implement machine learning. Scikit-learn is a free machine learning package for
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Python. It supports a number of techniques, including support vector machines,
random forests, and k-neighbors, as well as the NumPy and SciPy libraries from
Python. The most efficient and dependable machine learning library is Python’s
Scikit-learn (Sklearn) package. Through a Python interface, it provides a range of
efficient techniques for statistical modeling and machine learning, including dimen-
sionality reduction, clustering, and regression. All pre-trained models are loaded
from Hugging Face Transformers. Hugging Face Transformers is a platform that
offers the community APIs to access and use cutting-edge pre-trained models acces-
sible through the Hugging Face hub. PreTrained Model is responsible for maintain-
ing the configuration of the models and handles methods for loading, downloading,
and saving models as well as a few methods that are common to all models. These
methods can be used to load or save a model from a local file or directory or from
a pretrained model configuration that the library distributes. The GPU used for
model training is GTX1660 6G.

5 EXPERIMENTAL RESULTS AND ANALYSIS

We conduct experiments on the above five datasets to verify the advanced nature of
our method. The KNN algorithm does not work well with large datasets. The cost
of computing the distance between the new point and each existing point is pro-
hibitively expensive and it also reduces the performance. The KNN technique must
be used to any dataset after feature scaling (standardization and normalization). It
can be seen from Table 2 that our method surpasses the KNN method on all four
data sets. Among them, our method obtains the best result on the Jester dataset,
that is, the root mean square error is 0.15. And our method has obtained the most
effect improvement on the Last.fm data set, that is, the mean square error is reduced
by 0.06. In addition, our method improves by 0.05 on the MovieLens dataset, 0.03
on the Jester dataset, 0.05 on the Book-Crossings dataset, and 0.06 on the Last.fm
dataset. This fully demonstrates that our method has universal applicability on
a variety of data sets.

Dataset Method Promote
KNN Ours

MovieLens 0.23 0.18 −0.05
Jester 0.18 0.15 −0.03
BookCrossings 0.25 0.20 −0.05
Last.fm 0.22 0.16 −0.06

Table 2. Dataset, Method, and Promote

We try different k to get the best kurtosis coefficient. Figure 3 shows the ex-
perimental results obtained by using different kurtosis coefficients on four datasets.
Kurtosis is observed in a symmetric distribution, and its predicted value is 3. Pos-
itive kurtosis is indicated by a kurtosis value larger than three. The range of the
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kurtosis value in this situation ranges from 1 to infinity. It can be seen that our
method can obtain the best effect when the kurtosis coefficient is about 5.

Figure 3. The effect of k on the results

6 TIME COMPLEXITY ANALYSIS

Although the method proposed in this paper can effectively improve the recommen-
dation effect. However, the introduction of additional calculations will also increase
the time complexity. In this article, the influencing factor most closely related to
time complexity is the length of the user rating sequence. The term “temporal
complexity” refers to how many operations an algorithm uses to complete a task
(considering that each operation takes the same amount of time). The algorithm
that completes the job with the fewest operations is thought to be the most effective
one in terms of time complexity. Figure 4 shows the changes in the training time
and test accuracy of the model as the length of the user rating sequence increases.
Among them, the abscissa represents the length of the user rating sequence. The
ordinate on the left represents the time required for the model to complete the entire
training process. The ordinate on the right represents the accuracy of the model on
the test set. The GPU used for training here is GTX1660 6G.
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Figure 4. Time complexity graph

7 CONCLUSIONS AND FUTURE

This paper proposes a recommendation algorithm that combines expert algorithms
and collaborative filtering algorithms. This method uses expert algorithms to screen
out more valuable users as expert users, and uses the numerical statistics that can
reflect the distribution characteristics of random variables in the mechanical field.
The degree factor is used as a criterion to measure whether an expert is quali-
fied. Collaborative filtering algorithm, as an evergreen algorithm in the field of
recommendation systems, can meet the individual needs of users to a large extent,
and is complementary to expert algorithms. Experiments on multiple data sets of
MovieLens, Jester, Booking Crossings, Last.fm show that this method can effectively
improve the recommendation accuracy and is reliable.

In the future, we will continue to study the sparseness, interpretability, and
relational reasoning of recommendation systems, and devote ourselves to designing
models that take into account indicators such as popularity, diversity, operational
strategies, and logic. Specifically, the current algorithm we design is based on col-
laborative filtering, but the method proposed in this paper does not make full use of
the advantages of model-based methods. Model-based methods have strong advan-
tages in the face of data sparsity. Therefore, this article intends to incorporate the
idea of using kurtosis factors to screen experts into both the nearest neighbor-based
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and model-based methods. We believe that this paper may effectively improve the
accuracy of recommendation in the case of insufficient data.
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