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Abstract. Cloud computing provides hosted services (i.e., servers, storage, band-
width, and software) over the internet. The key benefits of cloud computing are
scalability, efficiency, and cost reduction. The key challenge in cloud computing is
the even distribution of workload across numerous heterogeneous servers. Several
Cloud scheduling and load-balancing techniques have been proposed in the litera-
ture. These techniques include heuristic-based, meta-heuristics-based, and hybrid
algorithms. However, most of the current cloud scheduling and load balancing
schemes are not content-aware (i.e., they are not considering the content-type of
user tasks). The literature studies show that the content type of tasks can sig-
nificantly improve the balanced distribution of workload. In this paper, a novel
hybrid approach named Particle Swarm Optimization based Content-Aware Load
Balancing Algorithm (PSO-CALBA) is proposed. PSO-CALBA scheduling scheme
combines machine learning and meta-heuristic algorithm that performs classifica-
tion utilizing file content type. The SVM classifier is used to classify users’ tasks into
different content types like video, audio, image, and text. Particle Swarm Optimiza-
tion (PSO) based meta-heuristic algorithm is used to map user’s tasks on Cloud.
The proposed approach has been implemented and evaluated using a renowned
Cloudsim simulation kit and compared with ACOFTF and DFTF. The proposed
study shows significant improvement in terms of makespan, degree of imbalance
(DI).
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1 INTRODUCTION

Cloud Computing is providing computing services over the internet called “The
Cloud”. Cloud comprises servers, networking, storage, analytics, and software ser-
vices. The popular public cloud services are Amazon Web Services [1], Microsoft
Azure [2], and Google Cloud Platform [3]. Cloud computing makes your operations
more reliable, provides agility to your software deployment process, and enables
better collaboration amongst teams. Moreover, client data is available over the in-
ternet, and users can access data from anywhere. This lowers the operational and
infrastructure cost. Moreover, this makes client applications more reliable, scalable,
and secure [4].

To achieve the full benefit of cloud computing, the users’ jobs should be sched-
uled in a balanced manner. The process of effective distribution of workload across
multiple cloud resources is called Load Balancing. This reduces computing costs
and maximizes resource availability. Cloud load balancing also plays a vital role in
scalability [5]. The load balancing process adjusts itself as the number of Virtual
Machines (VM) increases to scale the application. Numerous cloud load-balancing
and scheduling methods have been proposed by different researchers, i.e., heuristic-
based, meta-heuristic-based, and hybrid.

Heuristic-based algorithms like round-robin, max-min, and min-min are problem
dependent [6]. These are fast and feasible solutions to cloud scheduling problems.
A number of heuristic-based techniques are proposed in the literature including [7]
that is based on task transfer time onto the network, Resource Aware Dynamic Load
Balancing Algorithm (DRALBA) [8], and heuristic-based load balancing technique
[9] is dependent on task size among others. These studies presented improvement
in the makespan Quality of Service (QoS) metric. However, the limitation of the
heuristic-based model is that it is sometimes unable to deliver an optimal solu-
tion [10], especially for conflicting parameters for instance task execution time and
execution cost among others.

Meta-heuristic-based algorithms are problem-independent design patterns for
solving a wide range of problems [11]. Meta-heuristic methods overcome the lim-
itation of heuristic-based methods and provide the same performance in search-
ing for optimal solutions. A number of meta-heuristic-based procedures have been
suggested in the literature that includes PSO-based deadline and resource aware
load-balancing scheduler PSORDAL [12], dynamic [6] and elasticity approach (D-
ACOELB) [13], Simulated Annealing [14] and PSO-based meta-heuristic [15]. How-
ever, PSO-based meta-heuristic algorithms are effective in the matter of both speed
and memory [16, 17].

A hybrid meta-heuristic is a concept to combine multiple algorithms for opti-
mization problems. Firefly-Genetic [18] and Cuckoo-Firefly [19] are hybrid meta-
heuristic approaches to address load-balancing challenges. Furthermore, different
surveys [20, 21] present the application of different meta-heuristic-based methods
for task scheduling problems in cloud computing.



PSO-CALBA in Cloud Computing Environment 1159

1.1 Motivations

This paper’s motivations are as per followings:

• The existing load-balancing approaches are dependent on different parameters
of the tasks; i.e., length, priority, etc. Most of the state-of-the-art cloud load-
balancing methods are not content-aware. However, the literature study reveals
that the content type of tasks can significantly improve the balanced distribution
of workload.

• Moreover, with the growing usage of cloud computing, the data in the clouds
is massively increasing as well. There are several studies to handle both these
challenges with machine learning algorithms [22]. Machine learning is a concept
of using computing algorithms that takes and analyzes data to build intelligence.
Machine learning algorithms can be classified into the following categories: Su-
pervised Learning, Unsupervised Learning, and Reinforcement Learning [23].
Classification is a subset of supervised learning algorithms [24] in machine learn-
ing. The classification algorithms learn from the data given to them and make
new classifications [11, 25].

• To enhance classification precision and to resolve scheduling problems, hybrid
approaches of machine learning and meta-heuristic-based algorithms were pro-
posed by some researchers. These hybrid methodologies have uncovered great
outcomes in numerous studies [26, 27]. Most of the existing classification tech-
niques that have incorporated the content types in cloud computing are by
utilizing PostgreSQL and Amazon Web Services (AWS) [28]. However, these
techniques do not support content classification for a content type like video,
audio, image, and text. The content-type classification can be achieved with
supervised learning algorithms like Support Vector Machine (SVM) [29] among
others.

• The existing content-aware load balancing techniques like Ant Colony Optimiza-
tion File Type Format (ACOFTF) [30] and Data Files Type Formatting (DFTF)
[31] are using the polynomial kernel method for content classification. However,
these techniques need to be improved with more refined datasets, refined kernel
methods, and a simplified scheduling algorithm.

• The above discussion shows that the performance of load balancing algorithms
can be improved if equipped with content awareness. The content awareness
will be achieved by using ML based classification algorithms. These algorithms
classify tasks into different categories based on their content type. To over-
come limitation of state-of-the-art, a content-aware load-balancing algorithm is
presented in the next sections.

1.2 Contributions

This paper presents a PSO based Content Aware Load Balancing Algorithm (PSO-
CALBA) in cloud computing which uses a content-aware model that classifies the
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users’ tasks based on their content type. PSO-CALBA uses SVM for the classi-
fication of the tasks. SVM is considered one of the best classification techniques
for cloud-based workload [32]. The proposed PSO-CALBA technique uses PSO for
mapping the tasks onto the appropriate VM. The purpose of using the PSO for task
scheduling is that PSO-based algorithms are effective with regard to both speed and
memory. The proposed method classifies users’ tasks based on file fragment type and
classified these tasks into video, audio, image, and text tasks. It creates appropriate
virtual machine (VM) groups for each task type. Further, it distributes and sched-
ules the workload using PSO amongst these VM groups. The major contributions
are summarized as:

• This research proposes a PSO-based content-aware load balancing model (PSO-
CALBA) that is based on SVM and PSO algorithms. PSO-CALBA uses the
state-of-the-art dataset based on File Fragment Type (FFT) [33]. The proposed
model not just emphasizes accomplishing the best classification precision yet
also performs balanced scheduling.

• The classification of the workload based on their content type (i.e., video, audio,
image, and text) would be performed using SVM in a cloud environment.

• The proposed PSO-CALBA scheduling technique performs optimum load bal-
ancing of the classified tasks using PSO based optimization algorithm.

• Comprehensive evaluation and comparison have been performed in terms of
makespan and degree of imbalance.

• Simpler and easy to implement the solution as compared to existing content-
aware approaches.

• The proposed model improves makespan by 17% and degree of imbalance by
52% as compared to existing models ACOFTF [30] and DFTF [31].

The rest of the paper is organized as follows. Related work is discussed in Section 2.
Section 3 presents the proposed framework that includes PSO-CALBA algorithm,
classification, load balancing, fitness evaluation, and performance model. Section 4
discusses experimental setup, analysis, performance metric, and evaluation analysis.
Section 5 concludes the paper.

2 RELATED WORK

Resource-Aware Load Balancing Algorithm (RALBA) has been proposed in [34] that
distributes tasks according to the computing capabilities of VMs. RALBA performs
task execution in two steps: the tasks are distributed based on the processing power
of VMs and obtain the computation requirements of cloud tasks. RALBA com-
prises two nested schedulers named Fill and Spill sub-schedulers. The RALBA has
improved makespan, execution time, and resource utilization. However, tasks are
not classified based on task types, and experiment results show it needs improvement
in the fault-tolerant scheduling mechanism.
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DRALBA is a resource aware and dynamic load balancing scheduler is presented
in [8]. DRALBA scheduler keeps track of the workload and computation power of
virtual machines (VM). It performs load balancing by allocating a group of indepen-
dent tasks to the pre-defined number of VMs. It estimates the processing capabilities
of all VMs for a group of tasks, selects the best VM with maximum computation
share, and assigns task with maximum computation requirements less than are equal
to the VM computation share. DRALBA shows improvements in response time and
resource allocation. However, it does not consider task classification based on task
content type.

OG-RADL [35] is a dynamic scheduling method that improves compliance with
tasks’ deadlines, provides better resource utilization, and offers heightened perfor-
mance. The proposed method also computes and evaluates the combined effect of
multiple evaluation parameters like makespan, task deadline, task response time,
and resource utilization ratio. The proposed method has achieved improvements in
the overall gain. However, the proposed method is not classifying tasks based on
the content type. It needs further work for sequence-based tasks.

Authors in [36] propose a cluster-based task scheduling framework (CBTS) us-
ing K-Means clustering by considering task length and VM capacity. In CBTS,
the tasks are allocated depending on the length, and the VMs are clustered with
regard to computing power. After clustering, the individual task in each cluster is
scheduled to the appropriate VM in the VM groups. The purposed method pre-
sented improvement in execution time and makespan. However, it shows no task
classification based on task content type.

PSO-RDAL is a PSO-based deadline and resource aware dynamic load balancer
(PSO-RDAL) proposed in [12]. The PSO-RDAL scheduling algorithm presents im-
provements with regard to cost and time for heavy processing and independent
tasks. It shows improvements in terms of makespan, resource consumption, com-
pliance with the task’s deadline, response time, overall execution cost, and penalty
cost. Though, it does not support any sort of task classification.

Authors in [37] have proposed a Starvation Threshold-based scheduling scheme.
Each VM keeps its own state of workload and performs load-balancing without con-
sidering other VMs’ states. Performance of the purposed scheme is evaluated using
up to 100 VMs and up to 800 tasks. The purposed study presented a better per-
formance in makespan and task response time. However, it is tested with a smaller
dataset. Moreover, task content-based classification is not supported.

Authors in [38] have presented a mutation-based PSO task scheduling algorithm.
The fitness value of each particle is updated for every iteration. Makespan is used
for experiment result analysis. The purposed method used up to 200 tasks and
20 data centers for experiments. The purposed method presented improvements in
makespan. However, the study does not explain the pseudo implementation. Also, it
shows no proper dataset implementation. Further, it lacks any sort of content-based
task classification.
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Artificial Bee Colony (ABC) based task scheduling algorithm is proposed in [39].
The ABC algorithm finds best source of food by using honey bee’s searching tech-
nique. This scheme considers makespan and task execution time as scheduling ob-
jectives. The proposed technique is not using state-of-the-art datasets, and is not
content-aware.

Firefly Algorithm (FA) and particle swarm-based optimization technique have
been proposed in [40]. The proposed approach allocates the jobs with shorter jobs
to the quickest processor and applies to the shortest job next (SJN to PSO). The
proposed method presented the improvements in makespan and task migration.
However, it experiments within a limited environment and lacks state-of-the-art
datasets. Furthermore, it does not support any task classification based on task
nature.

Honey-Bee Optimization (HBO) and PSO-based scheduling scheme are proposed
in [41]. The proposed approach distributes workload across VMs and presents im-
provement in makespan, DI, and response time. However, experiments are con-
ducted in a limited setup with limited jobs. Statistics can vary with the larger
dataset. Moreover, the proposed method lacks any kind of task classification based
on task type.

The Firefly Algorithm (FA) and Dragonfly Algorithm (DA) based adaptive
scheduling technique has been presented in [42]. The proposed approach’s primary
objective is to map tasks on VM by using Adaptive DA. The presented method has
shown enhancements in execution time. Though, the number of VMs considered is
high compared to the total number of tasks. Moreover, it is not a content-aware
approach.

A research proposed in [43] is based on the Best Worst Method (BWM) and
the ranking method (VIKOR). The VIKOR algorithm acts as an administrator
to indicate the task computation requirements. The proposed scheduling scheme
considers and improves makespan, throughput, and utilization of virtual resources.
However, it lacks classification of tasks and scalability is difficult to be deter-
mined.

Authors have presented Simulated Annealing and Harris Hawks Optimization
in [44]. The SA algorithm provides a better local search that improves the perfor-
mance of HHO technique. This technique improves makespan, however, the pro-
posed scheme lacks the content based classification of tasks.

In [45], a Harmony-Inspired Genetic Algorithm (HIGA) hybrid meta-heuristic
approach has been proposed. It uses exploration features and exploitation features
of respectively genetic algorithm and harmony search. It finds local and global
optimal and gives a speedy combination. The proposed research does not classify
tasks based on task types.

Data Files Type Formatting (DFTF) that is based on Cat Swarm Optimization
(CSO) and SVM [31]. It classifies the cloud tasks into different types, i.e., text,
images, video, and audio with SVM by using a polynomial kernel. The classified
tasks input CSO to perform load balancing. However, it does not use a state-of-the-
art dataset. Further, classifying videos and audio into further categories is excessive.
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Ref Approach Pros Cons CA

[8] Heuristic minimized response time and
higher resource utilization

no classification and DI ✗

[12] Meta-
heuristic

reduced makespan, execution
cost, and reduced resource
consumption

lacks of tasks classification and
DI

✗

[31] Hybrid lower energy consumption,
higher throughput, and mini-
mized overhead time

lack painless classification,
unified dataset, and need
kernel method optimization

✓

[35] Heuristic higher utilization of resources
and improved makespan

lacks DI, sequence-based sup-
port, and tasks’ classification

✗

[36] Heuristic improved makespan and exe-
cution time

DI not evaluated ✗

[37] Meta-
heuristic

improved makespan and re-
duced response time

no substantial enhancement in
DI

✗

[38] Meta-
heuristic

lower makespan lacks DI, pseudo implementa-
tion not given

✗

[39] Meta-
heuristic

lower makespan and improved
execution time

scalability not checked ✗

[40] Hybrid higher resource utilization and
lower makespan

no task classification, limited
dataset and test environment

✗

[41] Hybrid lower makespan and response
time

lacks proper test environment,
dataset, and categorization

✗

[42] Hybrid lower cost and execution time dataset and testing environ-
ment not upto the mark

✗

[43] Hybrid improved makespan, through-
put, and waiting time

results can change with more
refine test environment and
proper dataset

✗

[44] Hybrid lower makespan dataset used is not up to the
mark

✗

[45] Hybrid better energy consumption
and reduced makespan

more QoS metrics, smaller
dataset

✗

[46] Hybrid enhanced throughput,
makespan

lacks proper dataset and envi-
ronment

✗

Table 1. Summary of studied literature

The Radial Basis Function (RBF) kernel provides more accuracy for the fine-tuned
dataset as compared to the polynomial kernel.

The QMPSO is a hybrid approach of modified Q-learning and particle swarm
optimization [46]. Three objective functions have been formulated; the first one, the
difference of load between each host and average load on the Cloud network; the
second one, with regard to the total energy consumption and the third one, with
regard to numerous tasks submitted. The purposed method presented improvements
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in throughput, energy utilization, and makespan. However, it lacks a state-of-the-
art, refined experiment environment, and content-aware classification.

The purposed method is a mixture of Firefly and PSO techniques
(FIMPSO) [47]. The FIMPSO algorithm improves load balancing based on cloud
tasks’ resource utilization. The purposed model presented improvements in make-
span and throughput. However, experiments are not conducted in a state-of-the-art
simulation environment. Analysis of results may vary with a proper testing en-
vironment. Moreover, it lacks the proper dataset since it creates tasks randomly.
The purposed model categorizes tasks based on size but it is not addressing the
classification of tasks based on task types.

The study proposed the Honey Bee Behavior-based Load Balancing method [48]
that tries to minimize load redundancy by mapping the tasks to fitting VMs. After
task allocation, it calculates the state of the VM. The proposed method presented
improvement in following QoS performance matrices makespan, degree of load bal-
ancing. However, as compared to other honey bee methods it presents no such
improvements in response time. Further, the purposed study lacks any classification
approach to categorize tasks based on content type.

The comparison of related work is available in Table 1 in the summarized form.

3 PROPOSED FRAMEWORK

Load balancing is a key challenge in the cloud computing setup. To get maximum
output from cloud computing the workload needs to be distributed in a balanced
way across numerous VMs. This aids in the best consumption of resources and
henceforth in improving the system performance. The load balancers intercept every
inward request that is diverted to an appropriate customer. In light of pre-defined
parameters, like accessibility or existing workload, the load balancing methods use
different scheduling algorithms to figure out the most fitted VM and advance the
request onto the particular VM.

The proposed model is a hybrid approach of the SVM machine learning algo-
rithm with PSO called PSO-CALBA for load balancing in the cloud environment.
The system diagram of the proposed framework is presented in Figure 1. In a cloud
computing environment, the physical instance layer [49] contains physical servers
which are called hosts. Hosts contain processing, storage, and transfer capabilities.
The physical instance layer also contains storage devices that make data available
from anywhere. The virtual instance layer contains virtual machines. Whereas, VM
is a virtual computer system that has storage, processing element(s), network in-
terface, and operating system. Virtual machines share defined resources of the host
machine. The users submit tasks as cloudlets. These tasks are processed by the load
balancing component. That component is responsible for the optimal distribution
of cloudlets amongst the VMs.

The architecture diagram of the proposed model is shown in Figure 2. The
proposed model is divided into two phases:
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PSO-CALBA

Figure 1. System diagram of PSO-CALBA

1. the Classification phase and

2. the Load Balancing phase.

These phases are explained in Section 3.1. The process starts by taking input tasks
and continues with the classification process. The output of the classification process
further proceeds to the load balancing process.

3.1 Description of PSO-CALBA Algorithm

PSO-CALBA Algorithm 1 starts with taking file fragments-based tasks which in-
clude various file fragments of content types such as text, image, audio, and video.
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Figure 2. Architecture of PSO-CALBA

The first phase is classification, which classifies tasks using SVM and produces clas-
sified tasks. It processes high dimension data using the Radial Basis Function (RBF)
kernel method. This is presented in Algorithm 1 from line number 1 to line num-
ber 8. Further, the second phase is to perform load balancing of classified tasks.
This starts from line number 9, it takes classified tasks collection and groups of
VMs. It uses PSO based algorithm to perform the task scheduling which results
in scheduled data as explained from line number 9 to line number 35. The PSO
scheduler initializes its parameters from line number 11 to 12. Then it initializes
particles with random position and velocity, as explained in lines number 13 to 18.
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Then it evaluates the fitness function in each iteration to update the local best and
global best. It performs iterations until exit criteria are reached, as explained in
lines 19 to 32. PSOSchedule method selects the appropriate VM for each task and
returns the scheduled tasks data, as explained in line 33. The key components of
the proposed model are described below.

3.1.1 Classification Phase

The purpose model’s process initiates with a sparse matrix collection of file frag-
ments of videos, audios, images, and texts. The SVM classification algorithm is
used to prepare a training model from the training dataset. A training model is
a process of machine learning that uses a training dataset to learn and examine
the training examples to prepare a database of values and labels of all classes.
Whereas, the training dataset contains class labels, feature sets, and values. The
SVM classification algorithm process uses a training model to process the input data
which is a testing dataset for cross-referencing and predicting the class of each input
task.

In the purposed model we produced the SVM Training model with help of the
kernel function feature. SVM algorithms utilize a bunch of mathematical functions
that are characterized as the kernel. The capacity of the kernel is to accept data as
input and change it into the necessary structure. That feature helps to convert lower
dimension space data to higher dimension space. For the training model, Gaussian
Radial Basis Function (RBF) is used as a kernel function for classification which is
one of the most robust and commonly used kernel functions in SVM. RBF kernel
equation is presented below:

f(x1, x2) = exp(−γ ∗ ∥X1−X2∥2). (1)

In the above equation, gamma (γ) states other points around a single training
point. X1−X2 is the product among features.

The FFT dataset [33] used in the purposed model includes random collection of
file fragments from 75 content types. It is a fine tuned dataset for classification. The
dataset includes class identifications and labels, and is arranged for SVM training
models. The dataset is in NumPy [50] format which is further transformed using
Scikit-learn [51] to LibSVM [52] dataset format.

The classification of tasks based on their contents like text, image, audio, and
video classes reduces the need to pre-process feature learning, extraction of feature
sets, and classification of a task in the workload in the balancing process. These clas-
sified tasks collect inputs to the load balancing process. According to the assump-
tions of the proposed technique, load balancing has been achieved and is based on
three factors that are task type like audio, video, text, and image, task computation
requirements (i.e., task length in Million Instructions), and virtual machine compu-
tation capacity in Million Instructions Per Second (MIPS). The task classification
lowers the load balancer processing efforts by pre-processing learning, extraction of
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feature sets, and classification. Tasks are converted into CSV (Comma-Separated
Values) form after classification which is commonly used format and is easy to be
read by a programming language. The row in CSV file represents the type of content
that a task has, task size (in MI) and file size (in MI). Table 2 presents the sample
of the dataset.

Type of Task Task Size (in MI) Size of File

VIDEO 4 825 1 632

AUDIO 3 112 945

IMAGE 1 730 502

TEXT 850 273

VIDEO 8 276 2 255

AUDIO 3 020 899

TEXT 720 235

TEXT 898 300

IMAGE 2 253 415

VIDEO 696 1 988

AUDIO 2 963 857

VIDEO 6 895 2 085

IMAGE 996 289

VIDEO 8 215 2 532

Table 2. Dataset (sample) used

The proposed model has partitioned the virtual machines (VMs) into four kinds
of sets for VMs for text, audio, video, and image type cloud tasks. Every VM type
has distinctive computing and storage capabilities. All the more definitely, each VM
has mapped a cloud task dependent on cloud task content type. For instance, video
tasks require 1 000 MIPS, required memory is 16GB, and required storage is 360GB.
Similarly, audio tasks require 900 MIPS, required memory is 12GB, and required
storage is 250GB, image tasks require 700 processing power (in MIPS), 8GB and
200GB memory and storage, respectively, and text tasks require 500 computation
capacity (in MIPS), 120GB and 4GB storage and memory, respectively.

3.1.2 Load Balancing Phase

In the load balancing phase, we have collections of classified tasks and sets of VMs.
Each set of VM is in control to perform the appropriate type of task. The task
scheduling to the appropriate VM is done with PSO based on task length in the form
of time. PSO is a swarm-based optimization algorithm inspired by birds and their
food searching approach. It initiates the population randomly and finds the optimal
solution by updating its position. Each possible solution in the problem domain
is called a particle. PSO provides simpler and more efficient solutions with regard
to memory and speed requirements. For implementation of PSO in CloudSim [53]
environment, we have used JSwarm-PSO [54].
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Algorithm 1 PSO-CALBA

1: procedure PSO-CALBA(tasks T, vms V)
2:

3: procedure ClassifyTasks(tasks)
4: classifiedTasks : null
5: for i← 1 . . . size(T ) do
6: classifiedTask ← predict(T [i])
7: classifiedTasks .add(classifiedTask)
8: end for
9: return classifiedTasks ▷ return classified tasks

10: end procedure
11: procedure PSOSchedule(classifiedTasks , V )
12: itr ← 900 ▷ itr : No. of iterations
13: p← 80 ▷ p represents population
14: for particle← 1 . . . p do ▷ particles, initialization
15: for t← 1 . . . size(classifiedTasks) do
16: positionpt ← random(Posmin,Posmax)
17: velocitypt ← random(Velmin,Velmax)
18: end for
19: end for
20: while k ≤ itr do
21: for each particle p do
22: FV ← CalculateFitnessValue(task type, task length
23: if FV ≥ pbestpt then
24: pbestpt ← FV
25: end if
26: gbest t ← pbestpt
27: end for
28: for each particle p do
29: for task t in T do
30: vpt ← W ∗ vpt+C ∗ r()∗ (pbestpt−ppt)+C ∗ r()∗ (gbestpt−ppt)
31: end for
32: end for
33: end while
34: return tasks to VMs mapping
35: end procedure
36: return Mapped Tasks
37: end procedure
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Fitness Evaluation. The fitness evaluation is a crucial part of meta-heuristic al-
gorithms. This helps to implement your required optimization and apply the ap-
propriate algorithm. Using the fitness function we can optimize the performance
of the load balancing with regard to optimization targets. Fitness evaluation is
performed at each iteration of the meta-heuristic algorithm. It also checks if
the termination condition is satisfied and ends the algorithm execution. The
key objective of the proposed model is to optimize the workload distribution by
minimizing the makespan and degree of imbalance.

Makespan. Minimizing the makespan is essential for the load-balancing algorithms
in the cloud computing environment [55]. Makespan is the completion time of
all the scheduled tasks with the available computing and storage resources [56].
The makespan Tk of VMl is defined in the following equation CTkl.

Makespan = CTMax [k,l], k ∈ T, k = 1, . . . , n, l ∈ VM, l = 1, . . . ,m (2)

where CTmax is the maximum completion time for the kth task on the lth VM.
Where n represent number of tasks and VM count is represented by m. To
minimize the completion time, the processing time of every task for each virtual
machine should be calculated by the load balancing process. So, the makespan
can be calculated with Equation (3).

CTmax =
m∑
k=1

n∑
l=1

(tkl.Xkl). (3)

Thus, makespan is the total completion time of all the tasks that can be calcu-
lated with help of the objective function [57, 58] presented in Equation (4).

F2(t) = min{Makespan(t)}. (4)

Degree of Imbalance. The degree of imbalance is a measure to figure out the
balance of the tasks amongst VMs [59]. We can measure [60, 61] DI with the
help of Equations (5) and (6).

DI =
Tmax − Tmin

Tavg

, (5)

Tj =
LI

PCnj
× PCMIPj

. (6)

In Equation (5), Tmax is the maximum finish time of Tj tasks amongst all the
VMs, and Tmin is the minimum finish time of Tj tasks for all VMs. Moreover,
Tavg is the average of Tj tasks on VMs. In Equation (6), LI is the length of
instructions. PCnj is the amount of processing cores in the jth VM. Further,
PCMIPj is the computation power (the million instructions per second) of the
jth VM.
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4 EXPERIMENTAL EVALUATION

Hosts PEs RAM (GB) Storage (TB) Speed Bandwidth

1–100 2 64 3 10 000 10 240

1–100 4 64 6 10 000 10 240

1–100 8 128 8 10 000 10 240

Table 3. Parameters of host machine

4.1 Experimental Setup

CloudSim [53] is used for experiments which is an extensible simulation framework
that supports the simulation [62], modeling, and experimentation of cloud com-
puting infrastructures and application services. It helps users to focus on specific
system design without getting low-level details of cloud infrastructure and services.
It supports the modeling and simulation of large-scale cloud computing data centers,
virtualized server hosts, and customizable policies for provisioning host resources to
virtual machines. In this study, we have divided VMs into four categories; Text VM,
Image VM, Audio VM, and Video VM. Each category of VMs has same number of
VMs which ranges from 2 to 1 000, speed, and bandwidth and different number
of processing elements (i.e., number of cores), memory, and storage configurations.
The host settings of the test environment are explained in Table 3. Moreover, the
VM settings of the testing environment are explained in Table 4

Figure 3. Makespan comparison by iterations and population

For experimental evaluation, state-of-the-art File Fragment Type dataset [33]
from IEEE Dataport is used. This dataset contains file fragments of different file
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VMs PEs Speed RAM (GB) Bandwidth Storage (TB)

2–1 000 2 1 000 16 1 024 512

2–1 000 1 1 000 4 1 024 128

2–1 000 2 1 000 8 1 024 256

2–1 000 4 1 000 32 1 024 1 024

Table 4. Parameters of VMs

types, i.e., Text, Image, Audio, and Video. The dataset of each category is presented
in Table 7. There is a total of 64 000 datasets which are further divided equally, as
given in Table 8.

Figure 4. DI comparison by iterations and population

To select the best amount of iterations and population, we performed rigorous
testing with 15 000 different combinations ranging iterations from 10 to 1 500 and
populations from 1 to 100. Average statistics of each 100 iterations are compiled to
get the best combination of the respective iteration range. The statistics of these best
results are presented in Table 9. Based on these analytics, best combination with
regard to makespan, degree of imbalance, and fitness value is presented in Figures 3,
4, and 5, respectively. Therefore, after thorough experiments with a wide range of
combinations of iterations and populations, these statistics are prepared, and based
on these analyses, we have selected the best iteration (900) and population (80) that
produced the best makespan and DI.

Tables 5 and 6 show configuration and settings of parameters used for compar-
ison of state-of-the-art, i.e., ACOFTF and DFTF, respectively. These approaches
have been evaluated using different values and selected the values that give best
results.
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Param. Name Value

Size of Population 500

Size of Cats 100

CDC 80%

SMP 5

SRD 20%

Table 5. Configurations of parameter used in DFTF

Parameter Name Value

Initial Pheromone 0.1

RHO 12

Alpha 3

Beta 1

Table 6. Configurations of parameter used in ACOFTF

4.2 Experimental Analysis

The simulation of the proposed model has been compared with two state-of-the-art
models. The following models are selected because both of these models are using
machine learning technique for task classification and load balancing using meta-
heuristic algorithm. Moreover, these strategies are considering task contents like
video, audio, image, and text for load balancing. Therefore these strategies are the
ultimate choices for comparison, as compared to others.

1. DFTF [31] that utilizes an updated CSO and SVM classifier. In the first step,
DFTF receives data from different sources and classifies them into video, au-
dio, image, and text using SVM classifier. At the classification stage, data is
accepted in random way and using polynomial SVM to classify the input data.
In the second step, the classified data is mapped on VMs using enhanced CSO
algorithm. The CSO efficiently maps data on different resources.

2. Hybrid algorithm of File Type Format based ACO (ACOFTF) and SVM have
been proposed in [30]. To perform classification of tasks into various types like
video, audio, image, and text using polynomial SVM classifier. This technique
distributes the classified tasks on different heterogeneous resources by using
enhanced CSO algorithm.

Type of Dataset Size

Text based data 16 000

Image based data 16 000

Audio based data 16 000

Video based data 16 000

Table 7. Description of dataset
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Figure 5. Comparison of fitness value by iterations and population

Samples Size

Text File-Training 15 000

Text File-Testing 1 000

Image File-Training 15 000

Image File-Testing 1 000

Audio File-Training 15 000

Audio File-Testing 1 000

Video File-Training 15 000

Video File-Testing 1 000

Table 8. Training and test datasets statistics
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Figure 6. Classification comparison of all algorithms
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Iterations Particles Makespan DI Fitness Value

100 80 22.7652 70.75877999 11 141

190 90 22.4708 65.77331986 10 901.8

260 90 22.6359 67.47649331 10 740

360 90 22.1577 65.25152384 10 758.2

460 100 22.0689 62.8479112 10 516.4

530 100 22.0109 62.69606111 10 506.2

650 90 21.9963 62.72235321 10 378.8

770 65 21.9741 63.00233047 10 364

900 80 21.689 61.63622496 10 056.6

930 90 21.99155 61.86157393 10 409.4

1 010 85 21.8958 62.38507693 10 368.4

1 120 100 21.8874 61.85361503 10 345

1 250 90 21.9318 62.50222742 10 384.4

1 320 90 21.8924 61.6423634 10 422.4

1 470 75 21.8731 61.84628536 10 394.6

Table 9. Iterations and population’s best statistics

Measure DTFT ACOFTF Bayes Net PSO-CALBA

Precision 0.96 0.973 0.81 0.979

Recall 0.95 0.959 0.81 0.968

Accuracy 0.97 0.984 0.82 0.988

F-measure 0.97 0.966 0.82 0.98

Table 10. Results comparison of various classifiers

4.3 Metrics Used for Performance Evaluation

To evaluate the performance the proposed PSC-CALBA, two state-of-the-art tech-
niques has been used, as discussed in Section 4.2. The makespan and degree of
imbalance QoS parameter have been used for comparison and evaluation.

1. Makespan: Makespan is the maximum time taken by a resource to finish the
execution of allocated tasks in a cloud datacenter. We have already explained
the makespan with Equation (3).

PSO-CALBA ACOFTF DFTF

Tasks Makespan DI Makespan DI Makespan DI

500 23.59 58.92 31.29 93.83 36.854 95.18

1 000 47.595 69.03 77.842 105.18 82.859 123.17

2 000 92.11 80.20 127.322 118.76 134.595 125.28

4 000 177.18 81.83 209.332 128.80 210.526 141.82

Table 11. Makespan and DI based comparison results
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2. Degree of Imbalance: The degree of imbalance is a measure to figure out the
balance of the tasks amongst VMs. We have already explained how to measure
DI with help of Equation (5).

4.4 Statistical Analysis and Evaluation

The proposed PSO-CALBA technique is evaluated in two steps:

1. Classification phase,

2. Load Balancing phase.
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Figure 7. Makespan comparison of all algorithms

To find the significance of experimental results of the proposed technique,
ANOVA test has been performed. Table 12 shows details of ANOVA test results.

Table 13 shows Degree of Imbalance results for the ANOVA test.

4.4.1 Classification Evaluations

Validation of the classification method is done based on the QoS measures – preci-
sion, recall, accuracy, and F-measure – to verify the accuracy of the PSO-CALBA.
The classification methods such as DTFT [31], ACOFTF [30], and Bayes Net [63]
are used to compare results. The results are presented in Table 10. The comparison
of these results is presented in Figure 6. In this figure, the x-axis presents accuracy,
recall, precision, and F-measure. Whereas, the y-axis presents the value of each clas-
sification measure. The evaluation reveals that the PSO-CALBA has shown better
performance in all classification evaluation measures.
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Figure 8. DI comparison of all algorithms

Groups Count Sum Average Variance

PSO-CALBA 15 347 23.13 1.84

ACOFTF 15 501 33.4 4.67

DFTF 15 566 37.73 2.49

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 1 587.64 2 793.82 264.048 1.63421E−24 3.22

Within Groups 126.26 42 3.006

Total 1 713.91 44

Table 12. ANOVA test for Makespan

Groups Count Sum Average Variance

PSO-CALBA 15 914 60.93 7.64

ACOFTF 15 1 470 98 22.42

DFTF 15 1 539 102.6 24.54

ANOVA

Source of Variation SS df MS F P-value F crit

Between Groups 17 463.11 2 8 731.56 479.671 1.1912E−29 3.22

Within Groups 764.53 42 18.20

Total 18 227.64 44

Table 13. ANOVA test for Degree of Imblance
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4.4.2 Evaluation of Load Balancing Technique

1. Makespan based evaluation: The evaluation of the PSO-CALBA on make-
span was performed and compared with other algorithms. This evaluation was
performed on a varying number of VMs and tasks. The results of these evalu-
ations are presented in Table 11. Based on these results, the comparison graph
is presented in Figure 7 where the x-axis presents the number of tasks, and
the y-axis presents the makespan value. Whereas, each column presents the
respective algorithm. The experimental results reveal that PSO-CALBA re-
duced the makespan by 16% and 17%, as compared to ACOFTF and DFTF,
respectively.

2. Evaluation based on DI: The evaluation of the PSO-CALBA on the degree
of imbalance was performed and compared with other algorithms. This eval-
uation was performed on a varying number of VMs and tasks. The results of
these evaluations are presented in Table 11. Based on these results, the com-
parison graph is presented in Figure 8 where the x-axis presents the number
of tasks and the y-axis presents the DI value. Whereas, each column presents
the respective algorithm. The experimental results reveal that PSO-CALBA
improves the DI by 44% and 52%, as compared to ACOFTF and DFTF, re-
spectively.

5 CONCLUSIONS AND FUTURE WORK

The content type is a significant part of the user’s tasks in the cloud computing
environment. Several studies show that tasks classification using machine learning
algorithms can improve the load balancing process in cloud computing. In this
research, we have proposed a content-aware load balancing model PSO-CALBA
that produces improved results in workload distribution amongst virtual machines.
The proposed model is designed in two steps,

1. classification step and

2. load-balancing step.

In the classification step, SVM is used to classify the users’ tasks into different
content types, e.g. images, videos, text, and audio. The classification phase takes
these file fragments and produces classified tasks list based on content type. In the
load-balancing phase, varying numbers of VMs are set up whereas, VMs are divided
into four categories as regards content type. Each VM category has distinct storage,
processing, and network configurations. The classified tasks list and VM sets are
input to a PSO-based load-balancing algorithm that performs scheduling and maps
tasks to the appropriate VM. The evaluation of the proposed model is performed
with the comparison of DFTF and ACOFTF. The evaluation results show that PSO-
CALBA presented significant improvements with regard to QoS measures such as
makespan and DI, as compared to DFTF and ACOFTF. The proposed model also
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is simpler and easy to implement, as compared to existing load balancing models.
In the future, we will improve the load balancing model for other QoS measures,
such as cost consumption, migration time, overhead time, energy consumption, and
optimization time.
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