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Abstract. Owing to the favorable performance of deep neural networks for 3D
shape recognition, an increasing number of researchers are interested in designing
novel 3D shape descriptors. However, the relationship between multiple views and
point clouds needs to be further elucidated. We propose a multimodal method that
combines the features of point clouds and multiple views, i.e., point-view relation
neural network embedded with both attention mechanism and Radon transform, to
obtain better descriptors. First, a two-dimensional linear Radon transform is per-
formed to investigate linear and color features in multiple views, and the features
are used as the input of our network to enable significant distinctions between differ-
ent views. Moreover, a convolutional block attention module is adopted to enhance
the features of point clouds and hence improve the expression ability of feature
descriptors. The effectiveness of the proposed method is verified using ModelNet40
and ModelNet10 datasets. Experimental results show that our method can effec-
tively improve the capability of feature extraction and expression as well as achieve
state-of-the-art performance on two well-known 3D datasets.
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1 INTRODUCTION

Owing to the development of computer technology, three-dimensional (3D) shape
recognition has become a popular research topic in fields of medical diagnosis, 3D
printing, medical imaging, and digital entertainment. Meanwhile, as the number of
3D models increases, the difficulty in recognizing and retrieving 3D models is increas-
ing as well. Three-dimensional models with different shapes and volumes typically
have different functions and categories. Some of the same types of 3D models exhibit
different shapes owing to esthetic and practical factors. Consequently, understand-
ing and identifying 3D models has gradually become critical to some application
fields.

Recently, convolutional neural networks (CNNs) have achieved satisfactory re-
sults in 3D shape recognition. Although 3D CNNs can directly process regular
voxel data [, 2], the performance of neural networks is generally limited by the
sparse degree of voxels and computational cost. More recently, owing to the rapid
development of relevant technologies, point clouds and multi-view that are used to
express 3D models have become easier to achieve, thereby resulting in a significant
amount of results pertaining to these two types of data. Multi-view-based methods
primarily involve perspective selection and multi-view feature fusion. In some meth-
ods [3, 4, B, 6], a 3D model is represented by different two-dimensional (2D) views,
which reduces the demand for computer memory and facilitates deep neural network
processing. However, self-occlusion may result in deviations in local information. It
is well known that point clouds, as another type of 3D data, represent 3D models
in the form of points and contain more stereoscopic information than 2D views. In
methods based on point clouds [7, 8, 9], the number of sampling points affects the
amount of information. In addition, the irregularity and disorder of point clouds
cause more processing difficulties.

To balance the advantages and disadvantages of point clouds and multiple
views, You designed a convolutional neural network (PVNet) [10] that explored the
complementary relationship between point clouds and multi-view. Subsequently,
the PVRNet [II] was proposed to integrate the features of point clouds and mul-
tiple views further. Compared with the PVNet [I0], it focused on investigat-
ing the relationship between point clouds and different views. Moreover, Peng
et al. [I2] proposed an intermodality attention enhancement module and a view-
context attention fusion module to investigate discriminative shape features. Yang
and Dang [I3] proposed the modules of point-view attention fusion and point-view-
point attention fusion to facilitate the fusion process of point clouds and multi-view
and discard redundant view features adaptively. Most methods based on multi-
ple views for 3D model recognition represent each 3D model in a 2D form, which
inevitably causes stereoscopic information loss. Researchers [14} [I5] [16] have re-
cently investigated the contribution of the Radon transform in feature represen-
tation, and the significance of the attention mechanism [I7, [I8, 19, 20] was in-
vestigated extensively in the computer vision domain. Our goal is to achieve fa-
vorable recognition performance by combining the Radon transform and a neural
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network to extract features with stronger expression ability in multimodal meth-
ods.
The main contributions of this study are as follows:

1. We propose a new deep convolutional neural network, named point-view relation
neural network embedded with both attention mechanism and Radon transform
(PVRAR), for 3D shape recognition. In our method, a 2D linear Radon trans-
form is performed to process multiple views, and the corresponding results are
input to the module for view feature extraction. To improve the expression abil-
ity of features in the point-view fusion module, we enhance the features of point
clouds using a convolutional block attention module (CBAM) and a residual
connection.

2. We verify the effectiveness of our method on well-known 3D shape datasets
(ModelNet10 and ModelNet40). Our method can effectively extract the features
of point clouds and multiple views and obtain the relation between point clouds
and multiple views to combine the features of multimodal data to obtain global
features, as well as classify and retrieve 3D models. Compared with existing
methods, our method achieves better performance.

The remainder of this paper is organized as follows: First, we present studies
related to 3D shape recognition. Next, we introduce the proposed method com-
prehensively. Then, we present our experimental results and analyses. Finally,
a summary of our findings is provided.

2 RELATED STUDIES

In this section, we review some representative studies, which can be classified into
two categories: 3D model recognition methods based on deep learning and studies
associated with the 2D Radon transform.

2.1 Three-Dimensional Model Recognition Methods
Based on Deep Learning

Currently, the forms to represent 3D models primarily include multiple views, point
clouds, meshes, and voxels. We review the studies associated with our proposed
method. Those studies can be classified into three categories of methods: methods
based on

1. point clouds and multiple views,

2. multiple views, and

3. point clouds.

Methods based on point clouds and multiple views. In 3D shape recogni-
tion, multimodal methods refer to the combined information of several different
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modes to implement information complementarity by capturing the internal cor-
relation between different modes. In the PVNet [I0], an embedding attention
fusion module was adopted to project global view features into the subspace of
point cloud features to investigate the intrinsic correlation and discriminability
of views and point clouds. However, in most cases, the relationship between the
point cloud and view is not well represented. Hence, You et al. proposed a re-
lation score module to learn the correlation between point clouds and multiple
views in the PVRNet [11]. Similarly, Peng et al. [I2] employed a two-stage atten-
tion fusion network to gradually refine and combine the features of point clouds
and multiple views to improve the retrieval performance by 0.9 % as compared
with that of the PVRNet [I1]. To address redundant information between adja-
cent images, Zhao et al. [21I] applied a soft attention fusion module to generate
attention weights for different views and used a residual connection to process
point and view features to enhance the final features. To fully utilize the corre-
lation between point clouds and multiple views, Yang and Dang [I3] proposed
point-view attention modules to facilitate the fusion of point clouds and views
and discard redundant view features adaptively. Their method is better than
the PVNet [10] for 3D shape recognition using ModelNet40. However, in their
method, “bonsai” was mistaken for “plants”, which indicates that the ability to
distinguish key features must be improved.

Methods based on multiple views. Two-dimensional multiple views are typ-
ically used to represent 3D models. A Siamese network [22] was designed to
capture and integrate the corresponding features of RGB views and binary im-
ages for 3D model retrieval. Li et al. [6] applied a differentiable renderer [23]
to generate viewpoints that can be optimized to yield more information ren-
derings for neural networks. It is noteworthy that the discrimination of views
should be quantified accurately because the information of views differ signif-
icantly. Hence, a hierarchical view-group-shape architecture [4] was designed
to extract shape-level descriptors based on the content discrimination of each
view, which demonstrated better performance compared with the view integra-
tion strategy used in an MVCNN. Xu et al. [24] constructed multiple 2D-CNNs
and a novel multi-view loss fusion strategy, where several discriminative and in-
formative views were selected to identify 3D models. In addition, to address the
limitation of feature discriminability of aggregated multi-view using the pooling
operation [3], Ma et al. [25] used a CNN to extract low-level features of views
and then aggregated features via long short-term memory and a sequence voting
layer. Similarly, Han et al. [26] proposed a modified CNN with hierarchical at-
tention aggregation to effectively focus on the content information within a view
and the spatial relationship between multiple views. However, this method is
not applicable to unordered views.

Methods based on point clouds. Point clouds represent 3D models in the form
of points, and each point contains coordinates and other information. The
dynamic graph CNN (DGCNN) [27] achieved favorable results in point cloud
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recognition. In this method, the edge convolutional layer can obtain the lo-
cal neighborhood information. In fact, their local neighborhoods may be ex-
tremely similar, thereby preventing the receipt of valuable edge information.
Hence, Zhang et al. [28] applied the k-nearest neighbor and multilayer percep-
tron (MLP) with shared parameters to extract the local feature from the central
point and its neighbors, and then added shortcuts to link the hierarchical fea-
tures to obtain informative edge vectors. To further promote correlation learning
between different areas, an attention-based encoder-decoder network [29] was in-
troduced to capture the fine-grained contextual information of local regions for
point cloud processing in shape classification. Moreover, in point cloud-based
retrieval for place recognition, the matching problem of global descriptors is
important, based on which PointNetVLAD [30], which combines PointNet [7]
and NetVLAD [31], is designed to extract the global descriptor from scanned
3D point clouds. Although PointNetVLAD is more efficient in obtaining global
features than PointNet, it seldom explores the positive effects of local features
on global features. In a later study, Zhang and Xiao [32] added a context-aware
attention mechanism to the global feature extraction structure and applied the
attention map to the NetVLAD layer.

2.2 Work Associated with 2D Radon Transform

Radon transform is a well-established feature extraction method, specifically in the
computer vision domain. Recently, several researchers have proposed projection-
based descriptors based on the Radon transform. Tizhoosh applied the Radon
transform to support vector machines (SVMs) for medical image classification [14].
A Radon-based neural network [I6] consists of Radon projections and encoding pro-
jections, and the classification results of this method are obtained via a shallow MLP
to learn medical images. More recently, Sriram et al. [33] used the Radon transform
to extract the features of images and then stored them as a compact histogram. The
classification process was expressed using a histogram intersection algorithm with
an SVM classifier. In fact, the method might result in the loss of staining informa-
tion containing chemical significance in histopathology owing to graying. Similarly,
Eltaieb et al. [34] applied the Radon transform and singular value decomposition
with an SVM classifier to achieve modulation format identification based on lower
decibel levels than the literature [35]. In a study [B6], a new Radon cumulative
distribution transform classifier was designed with few iterations and hyperparam-
eter adjustment. Eventually, the method obtained a lower cost and less algorithm
complexity than the Resnet [37].

Because Radon transform can be used to retain useful information regarding
stripes, Ding et al. [38] adopted the Radon transform and grayscale transform en-
hancement method to realize image denoising. The Laplacian of a Gaussian dis-
tribution can be calculated after the Radon transform to restore multidirectional
motion-blurred objects in images. Hence it can be extended for different nonuni-
form motions in the object [39]. However, the performance of this method is
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affected by the detection angles. Additionally, the Radon transform can be ap-
plied for wake detection, in which ship-centered-masked images can be utilized
to restrict the search area between two sine curves to reduce the computational
time [40]. Instead of using the method above, the Radon transform was used
to enhance the linear features of synthetic SAR images [41]. Additionally, owing
to the ability of Radon transform to detect circular objects, it is combined with
a residual CNN to segregate small extracellular vesicles [42]. This method can
accurately process highly heterogeneous images but cannot segment large vesicles
effectively.

The studies above suggest that the fusion of multiple views and point clouds
facilitates 3D model recognition. Therefore, we attempted to devise a more effective
method to identify 3D models by combining point clouds and multiple views. The
2D Radon transform is effective in extracting image features; it can highlight the
linear feature of an image and compensate for the loss of stereoscopic information
in 2D images. Moreover, attention mechanisms can enhance key information in
datasets. Therefore, in our method, the 2D linear Radon transform and CBAM [43]
were used to extract features of 3D shapes to obtain more expressive shape fea-
tures.

3 PVRAR FOR 3D SHAPE RECOGNITION
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Figure 1. Architecture of PVRAR

We herein propose a multimodal fusion framework, PVRAR, for 3D shape recog-
nition. The architecture of the PVRAR is illustrated in Figure[[] In the branch for
extracting point cloud features, the module of point cloud feature extraction was
realized via the DGCNN [27]. The CBAM [43] was used to process the output from
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the point cloud feature extraction module and then enhanced point features were
obtained via a residual connection. In the branch for extracting multi-view features,
the module for view feature extraction was realized using the MVCNN [3]. Two-
dimensional images with more color and linear information were obtained via 2D
linear Radon transform, and the images were used as the input of the view feature ex-
traction module. In the branch for point-view fusion, relation scores were calculated
based on enhanced point features and multi-view features, and then the view features
were enhanced using the relation scores. Subsequently, we employed two strategies
to combine the features of point clouds and multiple views, i.e., point-single-view
fusion and point-multi-view fusion. Next, global features were constructed, and the
class of each 3D model was predicted. In the PVRAR, a cross-entropy loss func-
tion and a stochastic gradient descent with a momentum of 0.9 were used. For the
retrieval task, we used the 256-dimensional feature prior to the last full connection
layer to represent the shape, and the Euclidean distance was applied to measure the
similarity between 3D models.

3.1 Branch for Extracting Point Cloud Features

Each 3D point cloud model composed of 1024 points was input to the point cloud
feature extraction module implemented using the DGCNN [27].

The convolutional block attention module (CBAM) 3] is an attention mech-
anism that focuses on exploiting both spatial-wise and channel-wise attention to
improve the ability of feature expression. Hence, we incorporated the CBAM (as
shown in Figure [2)) into our method to enhance the representation of point features.
The areas highlighted by the dashed red boxes shown in Figure [I] illustrate the
method to enhance the features of the point clouds via a residual connection. The
enhanced point features and multi-view features were used to calculate the relation
scores.

Input Feature Refined Feature

| Channel | Spatial
. Attention | | Attention
© Module | " Module

Figure 2. CBAM architecture [43]

The CBAM not only identifies the location of focus, but also improves the
representation of key information. It includes two sequential submodules: channel
attention and spatial attention. For a feature map I € RY*#*W a5 input, the CBAM
sequentially infers a one-dimensional channel attention map, My € RE*™*! and



1224 J. Zhou, Z. Ma, J. Ma

a 2D spatial attention map, Mg € R™>HA*W ag illustrated in Figure . The overall
attention process can be expressed as shown in Equation .

I'= Mo(D) & I,1I" = Mg(I) & I, 1)

where symbol ® denotes element-wise multiplication. During multiplication, Chan-
nel attention values are broadcasted along the spatial dimension, and Spatial atten-
tion values are broadcasted along the channel dimension. More details regarding
the CBAM are available in the literature [43)].

3.2 Branch for Extracting View Features

We employed 12 views of each 3D shape as our original view data; the views were
captured using cameras at 30° intervals and then further processed via 2D linear
Radon transform to obtain the corresponding views as the input of the view feature
extraction module. Subsequently, the extraction module was initialized by the pre-
trained MVCNN [3], where the AlexNet [44] was used as the basic network. In some
multimodal methods [T0) [TT], multi-view data are generated directly from off-type
files in ModelNet10 and ModelNet40 datasets, thereby resulting in insufficient color
information. In fact, the color and brightness information of 2D images is critical
as it affects the feature extraction ability of neural networks. Therefore, 2D linear
Radon transform was adopted to generate 2D images with bright colors to improve
the expression ability of the view features. Moreover, 2D views inevitably lose the
stereoscopic information of 3D models, whereas 2D linear Radon transform can
extract the linear features of 2D views, thereby enriching the contour information
of the 3D model in each 2D image. The area highlighted by the dashed blue box
in Figure [I] represents the multi-view processed by the 2D linear Radon transform.
Next, we briefly review the 2D linear Radon transform for 2D images. More details
are available in [45].

Figure 3. Two-dimensional linear Radon transform [45]

The 2D linear Radon transform (as shown in Figure [3)) of a signal f(x,y) is
a set of integrals of f(z,y) along the dashed lines, where the dashed lines can be
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conveniently parameterized using the offset p and orientation 6. A 2D linear Radon
transform is expressed as shown in Equation @)

= [ 5603300~ s00(6)  ysin(6)) oty 2)

where p is the vertical distance from the origin to the dashed line L,  is the angle
between the positive-half axis of the z-axis and the normal line. The vertical line
is perpendicular to the dashed line L, and §() is the Dirac delta function. The
function qﬁg (p) for a fixed € can be regarded as a projection of the signal f along the
direction orthogonal to orientation 6.

b1) b2) b3) b4) b5) b6)

EEE*EE

d4)

Table 1. Original views and the corresponding images after 2D linear Radon transform

The 2D linear Radon transform is used to calculate the projection of an image
on straight lines in different directions. The mapped matrix obtained by the 2D
linear Radon transform can accurately reflect the geometric information of an image.
Therefore, we used the 2D linear Radon transform to process multiple views and
saved the mapped matrix as colorful 2D images to represent the change in linear
features using different colors. For a visual illustration, we present the multiple views
of a bathtub, an airplane, and the corresponding images after 2D linear Radon
transform, as shown in Table The first row shows six different views al)-a6)
of a bathtub, the second row shows the images b1)-b6) after a 2D linear Radon
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transform of the views presented in al)-a6), respectively, the third row shows six
different views c1)—c6) of an airplane, and the fourth row shows the images d1)-d6)
after a 2D linear Radon transform of the views presented in c1)—c6), respectively. For
example, al) represents the 2D view of a bathtub, and b1) is the corresponding image
obtained after a 2D linear Radon transform of al). After performing a 2D linear
Radon transform, a line in an image domain is mapped to a point in a transform
domain; therefore, the bright or dark linear features in the image are transformed
into peak or valley points in the transform domain. By performing a 2D linear
Radon transform, the linear features in view are highlighted. Moreover, the color
information of the multi-view becomes more apparent. We used the corresponding
image from each view processed via 2D linear Radon transform as the input of our
network.

3.3 Branch for Point-View Fusion

The core task in multimodal fusion is to effectively combine different types of data.
Because each view represents a section of a 3D shape, the contribution of each view is
different in terms of shape representation. When combined with point cloud features,
different view features should be treated differently to ensure that the multimodal
features are effectively combined. Inspired by the PVRNet [I1], for each 3D model,
we used Equation to calculate the relation scores of the enhanced point cloud
feature and the i view. The structure highlighted by the dashed gray box at the
bottom of Figure [I] represents the module of relation scores.

RSi(p,V) = &(go(p,vi)) (3)

where p is the point cloud feature, and V' = {v;,vs,...,v,} denotes n extracted
view features from a 3D model. The function gy is a simple MLP that provides
the relations between the point cloud feature and each view feature. £ is a sigmoid
function with normalization. For each view, the output is a relation score ranging
from 0 to 1 that represents the significance of the correlation between different views
and the point cloud.

We used the relation scores to obtain the enhanced view features v} via a residual
connection, as shown in Equation @

vl =v; x (14 RS;(p,V)). (4)

To fully utilize the local features in each view, we used two point-view fusion
strategies. Point-single-view fusion is shown in Figure ] where the point cloud
feature is concatenated with each view feature using the “Concat” function. By
processing the FC (full connection layer) and a max pooling layer, a key feature
representing the input is obtained and then is named as “SF”. In the point-multi-
view fusion strategy (Figure , the relation scores decide the view feature to be
included. We organized the views based on the relation scores corresponding to
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each view (the higher the relation score, the higher is the ranking position of the
corresponding view), and then constructed four point-view feature sets, as shown in
Figure [}l Subsequently, an average pooling layer was used to process the output of
the four FC layers. We denote the output feature map obtained using the point-
multi-view fusion module as “MF”. Subsequently, the SF and MF were concatenated
using the “Concat” function. The final feature representing the 3D model was
proceeded by two FC layers and a softmax function to generate the classification
result.

Max
Point Cloud Pooling

Repeat
Feature
FC layer -
SF
Enhanced

View Features

@ :Concat

Figure 4. Architecture of point-single-view fusion [I1]
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Figure 5. Architecture of point-multi-view fusion [IT]

Moreover, in the point-view fusion strategy of the PVRAR, one type of data
was the point cloud features extracted using the DGCNN, and the other type of
data was enhanced view features that were indirectly guided by the enhanced point
cloud features. This strategy was used to improve the ability of data representation
in the modules of point-single-view and point-multi-view fusion.
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3.4 Training Strategy

We employed a two-stage approach to train our network so that network training
stability was ensured. Firstly, we saved the network weights corresponding to the
best performance of the views and point cloud feature extraction modules. Secondly,
we loaded the checkpoints saved in the first step into the network structure of the
PVRAR during training. In the first 10 epochs, the network weights were fixed
in the feature extraction modules of the multiple views and point clouds. Hence,
we trained only the other network sections. After the first 10 epochs,; all network
weights were updated simultaneously to achieve favorable performance gradually.
Finally, the network weights with the best recognition performance in our method
were saved.

4 EXPERIMENTAL RESULTS AND ANALYSES

To verify the effectiveness and robustness of the PVRAR, a series of experiments was
performed on standard datasets. The experimental environment was Ubuntu 18.04.3
LTS and the Nvidia TITAN V graphics card was used. Additionally, Python ver-
sion 3.6.8 was used, and PyTorch was used as the machine learning framework. The
number of points and views of each 3D model were set to 1024 and 12, respectively.

4.1 Experimental Datasets

The ModelNet10 and ModelNet40 datasets [T] are the most typically used datasets
for 3D shape classification, and their details are as follows:

1. ModelNet10, an orientation-aligned dataset including 4899 3D models from
10 categories, in which there are 3991 models for training and 908 models for
testing.

2. ModelNet40, a dataset including 12311 3D models from 40 categories, in which
there are 9843 models for training and 2 468 models for testing. Compared with
ModelNet10, the 3D models in ModelNet40 are not orientation-aligned.

4.2 Three-Dimensional Shape Classification and Retrieval

In this section, we present the experimental results of the PVRAR for classification
and retrieval tasks. We compared the PVRAR with some representative meth-
ods, including point-based methods (PointNet [7], PointNet++ [8], 3DmFV [46],
DGCNN [27], and LDGCNN [2§]), multi-view-based methods (MVCNN [3],
GVCNN [], methods in the literature [25], and 3D2SeqViews [26]), and multimodal
methods (PVNet [I0], PVRNet [1I], MANet [2I], and PVFNet [13]). The classi-
fication and retrieval performances of each method are represented by the overall
accuracy and mean average precision (mAP), respectively.
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ModelNet40 Result
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ModelNet40 ModelNet10

Method Data Classification | Retrieval | Classification | Retrieval

Representation (overall| (mAP) (overall| (mAP)
accuracy) accuracy)

MVCNN [3] 12 Views 89.9% 80.2% - -

GVCNN [ 8 Views 93.1%| 84.5% - -

Ma et al. [25] 12 Views 91.1% 84.3% 95.3 % 93.2%

3D2SeqViews [26] | 12 Views 93.4%| 90.8% 94.7% | 921%

PointNet [7] Point Coluds 89.2% - - -

PointNet++ [8] | Point Coluds 90.7 % - - -

3DmFV [40] Point Coluds 91.4% - 95.2% -

DGCNN [27] Point Coluds 922%| 81.6% - -

LDGCNN 28] Point Coluds 92.9% - - -

PVNet [10] Point Coluds and 93.2%| 89.5% - -
12 Views

PVRNet [11] Point Coluds and 93.6%| 90.5% - -
12 Views

MANet [21] Point Coluds and 934%| 90.1% - -
12 Views

PVFNet [13] Point Coluds and 94.1%| 90.8% 95.0%| 91.7%
12 Views

PVRAR (ours) |Point Coluds and 95.3%| 93.2% 94.6%| 93.1%
12 Views

Table 2. Classification and retrieval results on ModelNet40 and ModelNet10 datasets

A comparison of the experimental results is presented in Table[2} The following
can be inferred from Table

1. Compared with other methods, the overall accuracy/mAP of the PVRAR were
95.3%/93.2% and 94.6 %/93.1 % on the ModelNet40 and ModelNet10 datasets,
respectively, which demonstrates that the PVRAR achieved better performance
on ModelNet40.

2. Compared with multi-view-based methods, the PVRAR indicated an improve-
ment of 5.4% and 13.0% in terms of the overall accuracy and mAP over the
MVCNN on ModelNet40, respectively. In particular, the PVRAR outperformed
3D2SeqViews, which is a more recently developed method, by 1.9% and 2.4 %
on ModelNet40 in terms of the overall accuracy and mAP, respectively.

3. In the classification and retrieval results based on point clouds, the PVRAR
indicated a significant improvement by 3.1% and 11.6 % in terms of the over-
all accuracy and mAP, respectively, compared with the DGCNN on Model-
Net40.

4. For the multimodal methods based on point clouds and multiple views, the
PVRAR demonstrated better performances, except that the overall accuracy of
the PVRAR was slightly lower than that of the PVFNet on ModelNet10.
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Although the PVRNet utilized a point-view fusion strategy similar to that adopted
by the PVRAR, the latter outperformed the PVRNet by 1.7% and 2.7% in terms
of the overall accuracy and mAP, respectively, on ModelNet40.

The precision-recall (PR) curves of the different methods on ModelNet40 are
shown in Figure . As shown, the PVRAR achieved better performance in terms
of 3D model retrieval compared with the other methods. In particular, the curve
of PVRAR was higher than that of the PVRNet, indicating that our method is
superior to the PVRNet.

Then, we calculated the classification distribution of each class in the Model-
Net40 dataset and plotted the confusion matrix (as shown in Figure to further
analyze the capability of our method in extracting fine-grained geometric features.
The closer the value in the confusion matrix is to 1, the better is the classification
performance. As shown in Figure the values of bottle, dresser, desk, tv_stand,
radio, bookshelf, and toilet in the confusion matrix were 1.00 for all the classes. In
addition, the values of some classes (vase, range_hood, tent, monitor, lamp, sink, car,
and flower_pot) in the matrix were greater than or equal to 0.98, which was desirable.
Whereas most mantels were mistakenly predicted as the keyboard class, resulting
in the value of the mantel class was 0.55. The misjudgment occurred because the
multi-view of a section from both the mantels and keyboards were similar, which
resulted in an indistinguishable difference between the features extracted using our
method.

In addition, to evaluate the robustness of our method, we performed a series
of experiments on another well-known 3D model dataset. On ModelNet10, the
precision-recall curves of different methods representing retrieval performance are
shown in Figure , and the classification distribution of each class is shown in
Figure . As presented, compared with the SPH [47], LFD [48], 3D ShapeNets [I],
and DeepPano [49], our method demonstrated the best retrieval performance on the
ModelNet10 dataset. Meanwhile, as shown by the confusion matrix, the values for
sofa, bathtub, monitor, bed, toilet, and chair class exceeded 0.95.

4.3 Ablation Studies

We designed a series of ablation experiments to analyze the effects of the PVRAR.
The ablation experiments were conducted using the ModelNet40 dataset.

4.3.1 Ablation Experiments of 2D Linear Radon Transform

To verify the effectiveness of implementing the 2D linear Radon transform in our
method, we evaluated the classification and retrieval performances in different com-
binations. Because our aim was to investigate the contribution of the 2D linear
Radon transform to our method, for a fair comparison, we did not use CBAM in
the modules evaluated. The classification performance was evaluated based on the
mean class accuracy and overall accuracy, whereas their retrieval performances were
measured based on the mAP.
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ModelNet10 Result
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The detailed experimental results are listed in Table Bl In the table, “R&...”
indicates the view feature extraction model where the result of 2D linear Radon
transform was used as the data input. “Multi-View” denotes the view feature
extraction model adopted, where the MVCNN with the AlexNet was employed.
“MFusion” shows that only the point-multi-view fusion module was used. In the
MFusion module, we used four point-view feature sets. “SFusion” implies that we
applied only the point-single-view fusion module. “SFusion & MFusion” implies that
we employed both the point-single-view and point-multi-view fusion modules.

As shown in Table [3 the performances of the Multi-View, SFusion, and SFu-
sion & MFusion modules improved when 2D linear Radon transform was applied.
Meanwhile, we observed the following:

1. In general, the performances of all modules with 2D linear Radon transform were
superior to the corresponding modules without Radon transform. In particu-
lar, the R & Multi-View module achieved the highest improvements of 3.85 %
and 1.59% in terms of the mean class accuracy and overall accuracy, respec-
tively.

2. Furthermore, among the modules with 2D linear Radon transform, the R & SFu-
sion & MFusion module outperformed not only all the modules without 2D lin-
ear Radon transform significantly, but also other modules with 2D linear Radon
transform, particularly for the Multi-View module, where significant increases of
5.88% and 5.28 % were recorded in terms of the mean class accuracy and over-
all accuracy, respectively. In other words, the R & SFusion & MFusion module
performed the best, which implies that the 2D linear Radon transform should
be combined with both SFusion and MFusion modules to achieve favorable re-
sults.

3. Among the modules with Radon transform, the R & MFusion module improved
by 0.83%, 0.56 %, and 1.84% in terms of mean class accuracy, overall accu-
racy, and mAP, respectively, compared with SFusion & MFusion. By contrast,
these three indicators of the R & SFusion module were 1.35 %, 1.45 %, and 2.26 %
higher than those of the SFusion & MFusion module, respectively. Hence, it is
clear that the 2D linear Radon transform is crucial for extracting features and
can improve the performance of point-view fusion modules (SFusion and MFu-
sion).

4. By comparing between R & MFusion and R & SFusion, we discovered that the
point-single-view fusion module outperformed the point-multi-view fusion mod-
ule. This indicates that the point-single-view fusion module contributed more
significantly than the point-multi-view fusion module in our method when the
2D linear Radon transform was applied.

In conclusion, the 2D linear Radon transform improved the performance of 3D
model recognition. In this study, the 2D linear Radon transform was adopted for
each of the view-related modules and favorable performances were achieved be-
cause the transform enhanced the linearity of the views. Furthermore, we saved the
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mapped matrices from 2D linear Radon transform as colorful 2D images as data in-
put, which was able to provide more color information to our network. Consequently,
the feature extraction ability of our network improved significantly.

Classification Retrieval

Module Mean Class Overall
mAP

Accuracy | Accuracy
Multi-View 87.60 % 89.90 % -
Without Radon | SFusion 90.93 % 92.84 % -
SFusion & MFusion 91.64 % 93.61 % 90.52 %
R & Multi-View 91.45% 91.49% -
. R & MFusion 92.47% 94.17% 92.36 %
With Radon R & SFusion 92.99% | 95.06% | 92.78%
R & SFusion & MFusion 93.48 % 95.18% 93.15%

Table 3. Effectiveness of different modules without CBAM

4.3.2 Ablation Experiments of CBAM

To verify the contribution of the CBAM to our method, we conducted a series
of experiments. As presented in Section 4.3.1, the R & SFusion & MFusion module
performed the best, as shown in Table | Therefore, we incorporated the CBAM
into the R & SFusion & MFusion module. The different methods of incorporating the
CBAM are shown in Figure [§

In our network, the CBAM was used to extract the point cloud features. To
facilitate the ablation experiments, we simplified the point cloud feature extraction
module, as shown in Figure . Because the CBAM was adopted to process the
outputs of X4 and X5, we present the size of the feature mapping for the outputs of
X4 and X5. Additionally, “bs” represents the batch size, e.g., “(bs, 128, 1024, 1)”
denotes the size of the feature mapping of bs “128 x 1024 x 1”7. We incorporated
the CBAM at different locations of the network structure. In structures (D-(5)
shown in b-f in Figure[§ “@®” represents the addition of different point cloud feature
mappings, and the direction indicated by the arrow represents the direction of data
flow.

We designed experiments A and B to identify the best method to incorporate the
CBAM into our network, as well as the best combination of point and view features.
The experimental results are listed in Table fll In experiment A, the R & SFusion
module was used in five different methods to incorporate the CBAM, as shown in
Figure [§ to identify the best method to incorporate the CBAM. The R & SFusion
module was used because “R & SFusion” outperformed “R & MFusion”, as indicated
in Table 3} In sub-experiment A, only the point-single-view fusion module was used
to combine the features of point clouds and multiple views. Based on the results
of experiment A, experiment B was conducted to identify the best methods for
point-view fusion and CBAM incorporation.
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Meanwhile, the following can be inferred from Table [4

1. In sub-experiment A, R & SFusion & (5) recorded the highest overall accuracy
score. Moreover, the scores of R & SFusion & (4) were the highest, except for the
overall accuracy. In the architectures of (4) and (5), the feature map output
from the CBAM was added to the map output from X5, which increased the
weight of the key information in point features and enhanced the point features.
When the features were combined in the point-single-view fusion module, the
view features were enhanced by the relation scores calculated using the enhanced
point features. The results from sub-experiment A show that the methods used
to incorporate the CBAM in () and (5) yielded better performances. Therefore,
the methods of @) and (5) were the most suitable for incorporating the CBAM
in experiment B.

2. In sub-experiment B, we used the methods of (4) and (5) to evaluate the 3D
model recognition performance based on the R & SFusion & MFusion module.
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As shown by the experimental results listed in Table ], compared with the
R & SFusion & MFusion module, the classification and retrieval performances
of the R & SFusion & MFusion & (4) module did not improve. By contrast, the
R & SFusion & MFusion & (5) module indicated improvements in the values of
the mean class accuracy, overall accuracy, and mAP by 0.11%, 0.08%, and
0.03 %, respectively. This indicates that when both the point-single-view and
point-multi-view fusion modules are employed, the structure of (5) can effectively
improve the network performance. In structure () in the point-view fusion mod-
ule, the view features are indirectly processed by the CBAM, and the point cloud
features are directly extracted from the DGCNN.

Moreover, R & SFusion & MFusion & (5) outperformed R & SFusion & (5) which indi-
cates the effectiveness of the point-multi-view fusion module. Using the architecture
of (5), we increased the representation forms of the data involved in the fusion to
improve the ability of feature expression, so that the network can potentially learn
the maximum amount of data when performing predictions.

Based on the experimental results above, it is concluded that the best approach
to incorporate the CBAM into our method is by using (5), and that the best fusion
module is R & SFusion & MFusion. Our method can enrich features and yield greater
expression ability from the network.

Classification Retrieval
Module Mean Class Overall
mAP
Accuracy | Accuracy
R & SFusion 92.99 % 95.06 % 92.78 %
R & SFusion & (D 92.34 % 94.33 % 92.50 %
A R & SFusion & 2) 92.58 % 94.41 % 92.51 %
R & SFusion & 3) 92.82% 94.45 % 92.81%
R & SFusion & @) 93.47% 95.02 % 92.88 %
R & SFusion & 5) 93.29% 95.14 % 92.69 %
R & SFusion & MFusion 93.48% 95.18 % 93.15%
B | R & SFusion & MFusion & ) 93.03 % 94.85 % 93.10%
R & SFusion & MFusion & (5) 93.59 % 95.26 % 93.18%

Table 4. The experimental results

4.3.3 Ablation Experiments of Point-Multi-View Fusion Module

The effects of the 2D linear Radon transform and CBAM can be understood based
on the experimental results presented in Sections 4.3.1 and 4.3.2. In this section,
we discuss the effect of the number of views involved in the point-multi-view fusion
module on performance. In Table[5] “SFusion & MFusion (1+- -+ n views)” implies
that both point-single-view fusion and point-multi-view fusion were employed with
a certain number of views in n sets, where each set includes point clouds and n views.
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We discuss the effect of the number of views involved in the point-multi-view fusion
module on the performance of the PVRAR.

As shown in Table [p] “SFusion & MFusion (1 + 2 + 3 + 4 views)” with Radon
transform and (B) in Figure demonstrated the best performances, indicating that
the fusion of the point cloud features with the four sets organized by the relation
scores can achieve the best state for our method. In other cases, the combined fea-
tures indicated information shortage and redundancy, separately. The information
shortage leads to insufficient network learning ability, and the redundancy of infor-
mation leads to the learning of some interference information. Therefore, we used
“SFusion & MFusion (1424344 views)” with Radon transform and () in Figure
as our 3D model recognition method, which is represented as the PVRAR.

Classification Retrieval
Module Mean Class | Overall
mAP
Accuracy | Accuracy
Without Radon | SFusion & MFusion 91.35% | 92.99% -
(1 + 2 views)
transform and SFusion & MFusion 91.43% | 93.47% -
(14 2+ 3 views)
(®) in Figure |8f)|| SFusion & MFusion 91.64%| 93.61%| 90.52%
(1424 3+ 4 views)
[ SFusion & MFusion 93.09% | 94.77% | 91.90%
(14 2 views)
With Radon SFusion & MFusion 92.81% | 94.94% | 92.11%
(1+2+ 3 views)
transform and | SFusion & MFusion 93.59% | 95.26% | 93.18%
(1424 3+ 4 views)
() in Figure [81)|| SFusion & MFusion 93.06% | 95.06% | 92.28%
(142434445 views)
SFusion & MFusion 92.57% | 94.73% | 91.70%
(1+2+3+4+4+5+6 views)

Table 5. Ablation experiments based on number of views in point-multi-view fusion

5 CONCLUSION

Herein, a point-view relation neural network incorporated with both the attention
mechanism and Radon transform, abbreviated PVRAR, was proposed to combine
the features of point clouds and multiple views for 3D shape recognition. In the
PVRAR, a two-stage approach was used to train the network, which ensured the
stability of network training. In particular, we applied the 2D linear Radon trans-
form to process multiple views of each 3D model to enhance the linear and color
information. Subsequently, we incorporated the CBAM into our network structure
to obtain enhanced point cloud features, which facilitated the calculation of relation
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scores and the fusion of multimodal features. Our experimental results indicated
that the overall accuracy and mAP of our network were 95.3 % and 93.2 %, respec-
tively, on ModelNet40, and 94.6 % and 93.1 %, respectively, on ModelNet10. These
results implied that our method was less affected by the size of the datasets, and
that the PVRAR can consider the internal relationship between point clouds and
multiple views, as well as obtain feature descriptors with greater expression ability.
However, owing to the small number of 3D models in the ModelNet10 dataset, our
network could not be trained effectively, thereby resulting in substandard perfor-
mances occasionally. Therefore, in the future, we will continue to identify more
efficient methods for extracting geometric features as well as evaluate our method
based on more 3D shape datasets.
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