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Abstract. In this paper, we propose a logistic regression classification method
based on the integration of a statistical learning model with linearized kernel pre-
processing. The single Gaussian kernel and fusion of Gaussian and cosine kernels
are adopted for linearized kernel pre-processing respectively. The adopted statisti-
cal learning models are the generalized linear model and the generalized additive
model. Using a generalized linear model, the elastic net regularization is adopted to
explore the grouping effect of the linearized kernel feature space. Using a generalized
additive model, an overlap group-lasso penalty is used to fit the sparse generalized
additive functions within the linearized kernel feature space. Experiment results on
the Extended Yale-B face database and AR face database demonstrate the effec-
tiveness of the proposed method. The improved solution is also efficiently obtained
using our method on the classification of spectra data.
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1 INTRODUCTION

In statistical data modeling, regression is a popular method to explore low-dimen-
sional structures in Statistics and Computation. It uses the samples to estimate

https://doi.org/10.31577/cai_2021_2_298


Logistic Regression with Linearized Kernel 299

the parameters in the formula [1, 2]. It is a widely used statistical analysis method
for data modeling. There are two standards to evaluate the regression. One is
the prediction accuracy, the other is a better interpretation. Prediction accuracy
means the model’s prediction accuracy on future testing data. The interpretation
of the model refers to a more parsimonious model. Parsimony plays an impor-
tant role in inference. The ordinary least squares (OLS) regression is obtained by
minimizing the residual squared error, ridge regression plus the square sum of the
regression coefficients as a penalty function on the residual squared error. The OLS
regression tends to obtain a lower prediction accuracy compared with ridge regres-
sion. Ridge regression shrinks coefficients continually and hence is more practical
and reliable. Its prediction accuracy is better than OLS regression, but it does
not set any coefficients to 0 and hence it does not improve the model’s interpre-
tation. Subset selection can provide interpretable models because regressors are
either retained or dropped from the model by subset selection, but its prediction
accuracy tends to be very unstable because of its inherent discreteness. An influen-
tial regularization technique called least absolute shrinkage and selection operator
(lasso) was proposed by Tibshirani [3]. Lasso is a penalized least squares method
that imposes an L1 penalty on the regression coefficients. Owing to the sparse
nature of the L1 penalty, the lasso can compress some coefficients and simultane-
ously set some coefficients to zero, thus it can produce a sparse representation of
the model. It also has been proved that the L1 penalty can discover the “right”
sparse representation of the model under certain conditions [4, 5, 6]. The success
of the lasso is accomplished by the L1 penalty applied to the coefficients. This L1
penalty approach is also called basis pursuit in the field of signal processing [7]. In
2004, Efron et al. proposed the least angle regression algorithm (LARS) to solve
the entire lasso solution path efficiently [8]. The LARS makes lasso widely used
in feature selection and parameter estimation. Lasso also has been supported by
much theoretical work in sparse representation and compressed sensing. Especially
since 2006, Donoho and Tao et al. have put forward a theoretical basis for com-
pressed sensing, which successfully constructed theory and practical methods in the
field [4, 9, 10, 11, 12, 13].

However, for high dimension and small sample data, such as the gene selection
problem in microarray data analysis, the lasso can not select the grouping informa-
tion in situations consisting of grouped variables [14]. Zou et al. proposed a new
feature selection algorithm called elastic net. The elastic net can not only simul-
taneously do automatic variable selection and continuous shrinkage, but also select
groups of closely correlated variables, i.e. either group selection or omission of the
correlated variables. Also in 2015, Chouldechova and Hastie introduced an extension
of the lasso to the additive model setting, the method is called Generalized Addi-
tive Model Selection (GAMSEL), this method can select among zero, linear and
non-linear fits as component functions in a generalized additive model framework
by an overlap group-lasso penalty [15]. It also incorporates a penalized likelihood
procedure for fitting sparse generalized additive models.
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In this paper, we consider the classification as a multinomial/binomial logis-
tic regression problem. There is research on the regression coefficients matrix of
multinomial regression [16]. Due to the important and remarkable applications of
face recognition technology, there have been many successful algorithms for face
recognition, such as sparse representation classification, linear regression, elastic
net et al. [11, 17, 18, 19, 20, 21]. In recent years, significant progress has been
made on face recognition systems [22, 23]. Especially in [24], a semi-supervised
sparse representation based classification method is proposed to address the prob-
lem of face recognition when the labeled samples are insufficient. Face recognition
can be considered as a multi-class classification problem, it can also be regarded
as a multinomial logistic regression problem. We use the elastic net’s grouping
effect to find the grouping features in the linearized kernel (LK) feature space of
the samples based on the statistical learning model-the generalized linear model.
In the model, an elastic net penalized negative log-likelihood function method was
adopted to perform variables selection for classification. The elastic net regular-
ization can also properly adapt to the situation where the number of samples is
much smaller than the predicted variables. Thus the algorithm can perform well
for some face databases which do not contain enough samples in each sample space.
Simulation and experiments on publicly available face data and Raman spectra
data are used to demonstrate the feasibility of our proposed method. The exper-
iment results show that our method improved the classification accuracy by up to
0.83% and 3.7% on the Extended Yale-B face database and AR face database re-
spectively compared with the best result in [25]. We also show the classification
results of the GAMSEL model with or without LK pre-processing on spectra data,
our method with LK pre-processing can improve the performance by 10%. We
apply the GAMSEL on a subset of Raman spectra data with or without LK pre-
processing for the binomial logistic regression problem, the GAMSEL can fit the
nonlinear functions within the linearized kernel feature space on the subset of Ra-
man spectra data. It shows that the binomial classification accuracy of the subset
of Raman spectra data can be improved with LK pre-processing based on GAM-
SEL.

The main contributions of this paper can be summarized in two aspects. First, it
proposes a novel method that integrates linearized kernel pre-processing into a sta-
tistical learning model for multiclass classification. It provides us a perspective to
explore the low-dimensional space embedded in the high dimension data. Second, it
adopts the fusion of Gaussian and cosine kernels for linearized kernel pre-processing
with improved accuracy compared with a single Gaussian kernel. The rest of this
paper is organized as follows: Section 2 briefly introduces sparsity and statistical
learning. Section 3 depicts information on the kernel and linearized kernel pre-
processing. Section 4 describes the logistic regression classification method combin-
ing the statistical learning model with linearized kernel pre-processing. Section 5
elaborates extensive experiments. Section 6 includes the analysis and conclusion
remarks.
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2 SPARSITY AND STATISTICAL LEARNING

Research of sparse representation had started in the 1990s [26], it has been flour-
ishing since the beginning of this century. Sparse representation of signal has at-
tracted many concerns from researchers, for example, the typical image compression
algorithm JPEG utilizes image’s sparsity in the DCT domain to achieve image com-
pression. The core model in the sparse domain is the linear equations to describe
an underdetermined system that has infinitely many solutions. The sparsest solu-
tion, which has the least nonzero terms, is the most interesting. The L0 norm can
find a sparse solution, and the L0 norm represents the total number of non-zero
elements in a vector x. The L0 norm can be defined as in Equation (1), xi is the
elements of the vector x.

∥x∥0 = #(i | xi ̸= 0) . (1)

However, the optimization problem of the L0 norm is an NP-hard problem. It
is proved theoretically that the L1 norm is the optimal convex approximation of the
L0 norm, so the L1 norm is usually used instead of the L0 norm. The L1 norm
represents the sum of the absolute values of each element in a vector. The L1 norm
can be defined as in Equation (2).

∥x∥1 =
N∑
i=1

|xi| . (2)

The solution of the L1 norm is usually sparse and tends to select a very small
number of very large values or a small number of insignificant values. L1 norm
regularization adds the L1 norm to the cost function, which makes the learning
result satisfy the sparsity, so the main features can be extracted. L1 norm has
become a popular tool in many research fields [27]. Lasso is one typical example of
L1 norm regularization. Given the predictors, x1, . . . , xp, the usual linear regression
model with response y can be predicted by Equation (3).

ŷ = β̂0 + x1β̂1 + . . .+ xpβ̂p. (3)

The vector of coefficients β̂ =
(
β̂1, . . . , β̂p

)
should be fitted by the model. We

can assume without loss of generality that the mean of y is 0 and hence omit β0.
Lasso regularization can be defined as in Equation (4).

β̂lasso = argmin
β

∥∥∥∥∥y −
p∑

j=1

xjβj

∥∥∥∥∥
2

s.t. ∥β∥1 ≤ t (4)

where t is a nonnegative tuning parameter. It can control the amount of shrinkage
that is applied to the estimates. If t is sufficiently small, the lasso can cause contin-
uous shrinkage of the coefficients to 0 as t decreases, and some coefficients can be
exactly shrunk to zero. The bias and variance trade-off introduced by the L1 norm
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penalty can lead to the coefficients continuous shrinkage and variable selection and
thus improve the prediction accuracy [28]. Lasso can produce a parsimonious model.
However, lasso can not also reveal the grouping information in situations consisting
of grouped variables. To overcome its limitations, Zou et al. proposed a new feature
selection algorithm called elastic net [14]. Elastic net combines the L1 norm and L2
norm together as the penalty function on the regression coefficients. The elastic net
estimates are defined as in Equation (5).

β̂Enet = argmin
β

∥∥∥∥∥y −
p∑

j=1

xjβj

∥∥∥∥∥
2

s.t. (1− α)∥β∥1 + α∥β∥2 ≤ t. (5)

∥β∥1and ∥β∥2 represent the vector β’s L1 norm and L2 norm, respectively. L1
norm refers to the sum of absolute values of each element in a vector. L2 norm is
the square root of the sum of squares of each element in a vector. Similar to lasso,
the algorithm LARS-EN is proposed to compute the entire elastic net regulariza-
tion paths efficiently [14], just like algorithm LARS for the lasso. However, both
for the lasso and elastic net, it retains the linear fit for all the predictors, Choulde-
chova and Hastie introduced an extension of the lasso to the additive model setting
in 2015. The method is called Generalized Additive Model Selection (GAMSEL),
this method selects between zero, linear and non-linear fits for predictor functions
in a generalized additive model framework by an overlap group-lasso penalty. It
incorporates a penalized likelihood procedure for fitting sparse generalized additive
models [15]. For data (x, y), a simple linear fit is of the form in Equation (6).

η(x) =

p∑
j=1

βjxj. (6)

For more generative, the generalized additive model was defined as in Equa-
tion (7).

η(x) =

p∑
j=1

fj (xj) (7)

where the fj are unknown functions that should be estimated, which can be zero,
linear or nonlinear. The GAMSEL is to optimize a penalized negative log-likelihood
criterion of the form defined in Equation (8).

f̂1, . . . , f̂p = arg min
f1,...fp∈F

l (y; f1, . . . , fp) +

p∑
j=1

J (fj) . (8)

It can fit each fj as zero, linear or nonlinear, as determined by the data. It
can capture non-linear relationships among the data. In this paper, we also employ
it to explore the nonlinearity of the linearized kernel feature space. The last term
in Equation (8) represents the sum of the penalty term of each component fj. For
more detail, please refer to [15].
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3 KERNEL AND LINEARIZED KERNEL PRE-PROCESSING

In recent years, with the development of machine learning, a series of kernel function
learning methods have been developed. The kernel method is a powerful nonpara-
metric modeling tool. In some cases, it can make problems such as classification
and regression easier to solve. It is the Reproducing Kernel Hilbert Space (RKHS)
underlying the kernel method that provides linearity, convexity, and general approx-
imation capability, the research of RKHS technology began in the 1940s. The theory
of kernel function can be traced back to 1909. The main idea of the kernel method
is to transform low-dimensional linear inseparable data into high-dimensional linear
separable data. It transforms low-dimensional data into a high-dimensional fea-
ture space by a kernel function, which can be equivalent to the inner product of
corresponding high-dimensional feature vectors. Then the high-dimensional feature
data can be processed by the appropriate linear method as long as the algorithm of
that linear method can be expressed by the inner product of the high-dimensional
feature vectors of the samples. It is not necessary to know what is the specific
high-dimensional features. This is called the “kernel trick”. In 1992, Vapnik et al.
successfully used this technology to extend linear support vector machine (SVM)
to nonlinear SVM [29], its potential was fully realized by researchers. The popular
kernel functions mainly include the Gaussian kernel, the polynomial kernel, and the
sigmoid kernel. In [30], the author proposed a fusion kernel that fuses the Euclidean
and cosine distance measures. The fusion kernel can also be applied to our problem
achieving better performance.

Recently kernel method has been widely used in the machine learning field. The
kernel method has played an important role in system identification, machine learn-
ing, and function estimation [31]. Kernel method has been integrated with sparse
representation-based classifier (KSRC) for face recognition with good representa-
tion and classification performance [32]. Recently, a new video semantic analysis
method with kernel discriminative sparse representation was adopted to efficiently
detect the event and concept in video surveillance [33]. Kernel-based machine learn-
ing method has been also applied for Chinese license plate recognition [34]. Kernel
method is a common way of extending a specific algorithm to deal with a higher
dimension “feature space”, it has been also incorporated into dictionary learning
(DL) [25, 35, 36, 37, 38, 39, 40, 41, 42]. One typical application is its incorpo-
ration with dictionary learning in sparse land. There are many successful image
processing applications based on DL [43, 44, 45, 46, 47]. Popular algorithms for
DL are Method of Optimal Directions (MOD) [48] and other algorithms based on
K-means clustering via singular value decomposition (K-SVD), such as label consis-
tent K-SVD1 (LC-KSVD1), label consistent K-SVD2 (LC-KSVD2) and the kernel
K-SVD algorithm (KKSVD) [36, 49, 50]. And in [25], Golts et al. give out a new
method of incorporating linearized kernel pre-processing into these dictionary learn-
ing algorithms, termed “Linearized Kernel Dictionary Learning” (LKDL), which
typically gets a relatively good experiment result compared with LC-KSVD1 and
LC-KSVD2.
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In this paper, we explore the linearized kernel feature space using a statistical
learning model. Our method is inspired by the kernel DL method termed “Linearized
Kernel Dictionary Learning” (LKDL) by Golts and Elad [25]. They introduce a pre-
processing stage based on the kernel method for the dictionary learning algorithm.
The idea of Linearized Kernel (LK) pre-processing using the Nyström method to
obtain a good approximation of the regular kernel matrix. Please refer to [25] for
the details of LKDL. The LK pre-processing method can address the problems of
high computational cost and the large storage space for a very large kernel matrix
when the kernel trick is used. Without too much effort the LK pre-processing can be
incorporated into the algorithms as a kernel layer application. This paper proposed
a logistic regression classification method based on the fusion of statistical learning
models and linearized kernel pre-processing. The adopted two statistical learning
models are the generalized linear model and the generalized additive model. With
the generalized linear model, the elastic net regularization is adopted to explore the
grouping effect of the linearized kernel feature space. With the generalized additive
model, an overlap group-lasso penalty is used to fit the sparse generalized additive
functions within the linearized kernel feature space. It can explore the nonlinearity
of the linearized kernel feature space.

4 LOGISTIC REGRESSION AND STATISTICAL LEARNING MODEL

Logistic regression is a widely-used method for classification. The logistic regression
method is mainly applied to the study of the occurrence probability of certain events.
When there are more than two possible outcomes in a problem, multinomial logistic
regression can be adopted. For logistic regression, when facing a regression or classi-
fication problem, firstly it establishes a cost function, and then iteratively solves the
optimal model parameters through a specific optimization method on a training set,
and then to verify the quality of the logistic regression model on the testing set. In
this study, we adopt two statistical learning models to do logistic regression. They
are the generalized linear model and the generalized additive model. Supposing
the response variable has K classes G = (1, 2, . . . , K), for the multinomial logistic
regression model, the model can be defined as follows:

Pr(G = k | X = x) =
eβ0k+βT

k x∑K
l=1 e

β0l+βT
l x

. (9)

For the multinomial logistic regression model, we adopt the Glmnet R package.
The Glmnet can fit the generalized linear model via penalized maximum likelihood.
Its regularization path can be computed for the elastic net penalty at different
regularization parameter lambda. The Glmnet’s elastic-net penalized negative log-
likelihood function is defined as Equation (10), which can realize the grouping effect
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of variables [51].

l
(
{β0k, βk}K1

)
= −

[
1

N

N∑
i=1

(
K∑
k=1

yil
(
β0k + xT

i βk

)
− log

(
K∑
k=1

eβ0k+xT
i βk

))]

+ λ

[
(1− α)∥β∥2F/2 + α

p∑
j=1

∥βj∥q

]
. (10)

Here Y to be the N ×K indicator response matrix, with elements yil = I (gi = 1),
I() is the indication function. β is a p×K matrix of coefficients. βk refers to the kth

column of outcome class k, and βj refers to the jth row vector of K coefficients for
variable j. For the last penalty term ∥βj∥q, if q = 2, it is a grouped-lasso penalty on
all the K coefficients for the particular variables. The tuning parameter λ controls
the overall strength of the penalty.

The algorithm flow of multinomial logistic regression with elastic net (MLR-
elastic net) is shown in Algorithm 1. It is based on the generalized linear statistical
learning model with LK pre-processing.

Algorithm 1. Multinomial logistic regression with elastic net based on
linearized kernel pre-processing

1: Input: Xtrain = [Xl, . . . ,XL], Xtest, the kernel κ, sampling-method, c, k
2: XR = sub−sample (Xtrain , sampling-method, c)
3: Compute Ctrain = K(Xtrain,XR)
4: Compute W = K(XR,XR)
5: Approximate Wk using k largest eigenvalues and eigenvectors Wk = VkΣkV

T
k

6: Compute virtual train set Ftrain =
(
Σ†
k

)1/2
VT

k C
T
train

7: Compute Ctest = K(Xtest,XR)

8: Compute virtual test set Ftest =
(
Σ†
k

)1/2
VT

k C
T
test

9: Using Ftrain to obtain the model parameters by multinomial logistic regression
with elastic net based on generalized linear model
10: Carry out classification of Ftest using the model obtained above
11: Output: classification result of Ftest

For the binomial logistic regression problem, the generalized additive model is
adopted. The GAMSEL R package is used. The generalized additive model uses
overlap grouped-lasso penalties, it can select whether a term in a general additive
model is zero, linear, or a non-linear spline for Gaussian or binomial applications [15].
We adopt LK pre-processing for binomial logistic regression based on the GAMSEL.
The algorithm flow is the same as in Algorithm 1. The difference only lies in feeding
the virtual samples to the GAMSEL model. Figure 1 shows the block diagram of
our proposed method.
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Figure 1. Block diagram of the proposed method

5 EXPERIMENT AND SIMULATION

In this section, we evaluate the performance of multinomial/binomial logistic regres-
sion based on a statistical learning model with LK pre-processing on face recognition
databases and spectra dataset.

5.1 Evaluation on Face Recognition Database

The adopted face recognition databases are the Extended YaleB face database and
AR-face database [52, 53]. The “Extended YaleB” face database has 38 classes with
2 414 frontal face images taken under varying lighting conditions. Each class nearly
has 64 images. The AR Face database possesses 126 classes with 4 000 color images,
which are with different lighting conditions, facial variations, and facial disguises
for each class. For the sake of fairness and convenience for contrast experiments,
our experimental details are configured with the same settings as [25]. For LK pre-
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processing, the Gaussian kernel and the fusion kernel [30] are used. The specific
parameters of the Gaussian kernel are configured with the same configuration as
in [25]. For a fair comparison, in the case of LC-KSVD1 and LC-KSVD2, the
parameters are chosen as identical to the best classification result in [25]. The clas-
sification results were shown in Table 1 with our method comparing with the best
results obtained in [25]. The LK pre-processing with the fusion kernel is already
stated in Table 1. Other LK pre-processing is with the Gaussian kernel. It can
be seen that the addition of LK pre-processing and the elastic net’s grouping effect
can increase the prediction accuracy. The experiment result also shows that the LK
pre-processing with the manual fusion kernel outperforms that with the Gaussian
kernel. The fusion kernel can exploit the reciprocating properties of the Euclidean
and cosine distance measures. We also used the support vector machine(SVM) tool-
box LIBSVM [54] in our experiments. We use a coarse grid search for the SVM
parameters, we use the Gaussian kernel. We use the grid search strategy to look for
suitable parameters. We chose g ∈ [0.001 0.001 0.01 0.1 0.5 1 10 100 500 1 000] and
c ∈ [0.000006 0.000008 0.000009 0.0000092 0.0000093 0.0000095 0.0000096 0.0000097
0.0000098 0.00001] and run the search for 100 times. And choosing the parameters
for the best accuracy. Experiment result with SVM using LIBSVM toolbox shows
inferior accuracy compared to that of the proposed method. For method compar-
isons, we use the same random training and testing samples for each algorithm. Our
method improves the classification results by up to 2.42% and 4.8%, when compared
to LC-KSVD2 results [25] on the Extended YaleB face dataset and AR-face dataset,
respectively. Due to the grouping effect of the elastic net, a group of related or
correlated variables can be detected, when the LK pre-processing is adopted, more
grouped features from the high dimension kernel space can be incorporated, so it
can obtain the grouped features in the high dimension, which can lead to increased
performance. Figure 2 shows the solution path of multinomial regression with the
elastic net for the 38th subject on Yale-B face database based on the Glmnet. Each
curve corresponds to a variable. Each curve shows the solution path of its coefficient
against the L2 norm of the whole coefficient vector as log(λ) varies. The axis above
indicates the number of nonzero coefficients at each corresponding log(λ). There
are about 332 variables selected for this algorithm when log(λ) is equal to −8. It
shows that more variables will be shrunk to be zero eventually as log(λ) increases.
The λ represents the tuning parameter in Equation (10) for controlling the overall
strength of the penalty.

To further justify the performance of our method, on the AR face database,
we perform simulations by randomly selecting training samples, and the remain-
ing samples are used as testing samples. Figure 3 shows the classification accu-
racy of a total of 20 experiments by randomly selecting 20 training samples from
the input samples. The Y-axis is the testing accuracy and the horizontal axis is
the experiment number(ID). We adopted different kernel functions for LK pre-
processing, the solid line in Figure 3 uses the Gaussian kernel, the dashed line
in Figure 3 uses the fusion kernel. The result shows that the proposed method is
effective.
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Figure 2. Solution path of multinomial logistic regression with elastic net for the 38th

subject on Extended Yale-B face database

We also use 10 times 5-fold cross validation to further show the effectiveness
of our method on the Extended Yale-B face database and AR face database. The
experiment was shown in Table 2.

For the LK pre-processing, the time complexity is O (Nck + c2k), O(Nck) repre-
sents the complexity of getting the virtual samples, O (c2k) stands for the eigenvalue
decomposition of the sampled kernel matrix. Although the process of computing the

Algorithm Yale-B AR-Face

LC-KSVD1 94.49 92.5
LC-KSVD1 + LK 96.08 94.8
LC-KSVD2 94.99 93.7
LC-KSVD2 + LK 96.58 94.8
SVM 91.32 95.5
SVM + LK 95.41 94.7
MLR-elastic net 93.90 97.3
MLR-elastic net+ LK 97.16 98.3
MLR-elastic net+ LK (fusion kernel) 97.41 98.5

Table 1. Classification accuracy of LC-KSVD1, LC-KSVD2, SVM and our method on
Extended Yale-B and AR face database, with or without LK pre-processing
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Figure 3. Classification accuracy by randomly selecting training samples with different
kernel function on AR face database

Algorithm Yale-B AR-Face

SVM + LK 95.41 94.7
MLR-elastic net+ LK (fusion kernel) 98.73 98.62

Table 2. Average classification accuracy of our method on Extended Yale-B and AR face
database with LK pre-processing by 10 rounds 5-fold cross validation

virtual samples may seem inefficient, it is only performed once, after which the com-
plexity is dictated by the chosen model. The total training time and test time
required to classify one sample with or without LK pre-processing on the AR face
are shown in Table 3. The experiment is carried out on MacBook Pro with a 2.6GHz
Intel Core i5 processor and 8GB 1 600MHz DDR3 memory. Its operation system is
OS X Yosemite 10.10.2.

Algorithm Total training
time

Test time for one
sample

MLR-elastic net 579.503 s 0.006 s
MLR-elastic net+ LK (fusion kernel) 323.125 s 0.004 s

Table 3. Total training time and testing time required to classify one sample with or
without LK pre-processing on AR face database

It shows that the training time and test time on the statistical model is decreased
greatly with LK pre-processing.
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5.2 Evaluation on Spectra Data

We also evaluated our method on the spectral dataset. A publicly available near
infrared (NIR) transmittance dataset and a Raman transmittance spectroscopy
dataset are adopted. for evaluating the method. This dataset is about Escitalo-
pram tablets from the pharmaceutical company H. Lundbeck A/S. The tablets
are qualitatively divided into four categories according to dosage values of this
pharmaceutical drug, which are 5, 10, 15, and 20mg tablets, respectively. Clas-
sification is carried out on the four types of tablets. The instrument for collect-
ing the Raman spectra data of each tablet is a Perkin–Elmer System 2000 NIR
FT-Raman spectrometer equipped with a diode pumped Nd:YAG laser emitting
400mW at v0 = 9394.69 cm−1 and an InGaAs detector. Its Raman wavenum-
ber shifts range is 200–3 600 cm−1 with the interval of 1 cm−1 and the resolution
of 8 cm−1 [55]. Please refer to the following website for further detail about the
dataset: http://www.models.life.ku.dk/Tablets. The NIR transmittance spec-
tra data include 310 samples with 404 variables. Approximately 80 samples belong
to each class. In the experiment, nine–tenths samples of each class were randomly
selected for training, and the remaining samples were used for testing. We repeated
the experiment 10 times and compared the classification results with and without
LK pre-processing, as shown in Table 4. Our method improves the testing accuracy
by 6.78% on this NIR transmittance spectra data.

Algorithm Testing accuracy on NIR
transmittance spectra data

MLR-elastic net 89.67
MLR-elastic net+ LK (fusion kernel) 96.45

Table 4. Classification accuracy of the method on near infrared transmittance dataset
with and without LK pre-processing

The tablets’ Raman spectra data include 120 samples. Approximately 30 sam-
ples belong to each class. We conducted a binomial logistic regression experiment
on a subset of the Raman spectra data. The first class and the fourth class were
selected as the subset of the Raman spectra data, corresponding to the tablets with
a dosage of 5 and 20mg, respectively. Each of these two classes has 30 samples. We
used 10 rounds of 5-fold cross-validation to further illustrate the effectiveness of our
method. In the experiment, for each class, 25 samples were chosen for training, and
the remaining 5 samples were selected for evaluation. Binomial logistic regression
based on the generalized additive model was adopted for fitting the regularization
path of the data. We compared the classification results based on the statistical
learning model GAMSEL and SVM with or without LK preprocessing, as shown in
Table 5. The classification accuracy was improved by GAMSEL; therefore, explor-
ing the LK feature space with the generalized additive model is more effective than
using SVM. The experiment shows that exploration of the LK feature space based
on a statistical learning model is effective.

http://www.models.life.ku.dk/Tablets
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Algorithm Testing accuracy on one subset of Raman spectra data

SVM 96
SVM+ LK 94.83
GAMSEL 100
GAMSEL+ LK 100

Table 5. 10 rounds of 5-fold cross-validation classification accuracy of SVM and GAMSEL
on one subset of Raman spectra data with LK pre-processing

6 ANALYSIS AND CONCLUSION

This paper proposes a novel method that integrates LK pre-processing into a statisti-
cal learning model for classification. The Gaussian kernel and the fusion of Gaussian
and cosine kernels are adopted for linearized kernel pre-processing. For multinomial
logistic regression, we use the elastic net’s grouping effect to find the grouping fea-
tures in the high dimension features space. Experimental results on the Extended
Yale-B database and AR-Face database demonstrated the good performance of the
multinomial regression with elastic net methods based on the statistical learning
model. This method can overcome the restriction of a small number of samples.
The elastic net penalty can guarantee the robustness of the least square solution
and strengthen the sparseness of the solution vector so that the model is more par-
simonious and its accuracy is greatly improved. The elastic net can also deal with
high dimensional and small sample data effectively, and the model can obtain a good
trade-off between sparsity and prediction accuracy. A relatively high accuracy model
can be established with the combination of LK pre-processing and elastic net based
on statistical learning.

We also examined the classification of the different dosages of the active sub-
stance in Escitalopramtablets using Raman transmittance spectroscopy. This me-
thod also makes progress in classification accuracy with LK pre-processing on spec-
tral data. In this study, the experiment was further carried out on a subset of the
Raman transmittance spectroscopy dataset as a binomial logistic regression prob-
lem. We adopt the GAMSEL R package to capture the generalized additive model
within the LK pre-processing feature spaces. The GAMSEL still can be used to
fit the nonlinearity on the linearized kernel feature space. But the relatively small
number of samples leads to kind of over fitting in it. The experiment shows that it is
effective to explore the linearized kernel feature space based on the statistical learn-
ing model. We found that linearized kernel pre-processing is an effective descending
dimension method and the fusion of Gaussian and cosine kernels for linearized kernel
pre-processing with improved accuracy compared with a single Gaussian kernel. It
provides us a new perspective to explore the low-dimensional space embedded with
LK pre-processing in the high dimension data. Nowadays deep convolution neural
network has achieved satisfactory performance in many fields. One of our future
directions is to use the proposed model to explore the deep CNN feature space.
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We will also focus on combining our method with Chemometric for spectral data
analysis.
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