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Abstract. Existing histogram based reversible data hiding schemes use only ab-
solute difference values between the neighboring pixels of a cover image. In these
schemes, maxima and minima points at maximum distance are selected in all the
blocks of the image which causes shifting of the large number of pixels to embed
the secret data. This shifting produces more degradation in the visual quality of
the marked image. In this work, the cover image is segmented into blocks, which
are classified further into complex and smooth blocks using a threshold value. This
threshold value is optimized using firefly algorithm. Simple difference values be-
tween the neighboring pixels of complex blocks have been utilized to embed the
secret data bits. The closest maxima and minima points in the histogram of the
difference blocks are selected so that number of shifted pixels get reduced, which
further reduces the distortion in the marked image. Experimental results prove that
the proposed scheme has better performance as compared to the existing schemes.
The scheme shows minimum distortion and large embedding capacity. Novelty of
work is the usage of negative difference values of complex blocks for secret data
embedding with the minimal number of pixel shifting.

Keywords: Reversible data hiding, complexity, MSE, PSNR, histogram shifting,
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1 INTRODUCTION

With the growth in multimedia communication, security of digital data being trans-
ferred and stored has been an important concern. Data hiding is one of the ap-
proaches used for security of digital data. It allows the sender to embed the infor-
mation into digital contents like text, images, audio and video. The digital object
in which the information is embedded is termed as cover object and the information
to be embedded is termed as secret data. The cover object after embedding the
secret data is known as marked object. In a Reversible Data Hiding (RDH ) the
secret data is embedded inside some cover media in such a way that it should not be
visible with the human eyes. At the receiver side, the scheme should have the ability
to restore the cover media as well as the secret data without any distortion [1, 14].
Specific research has been done on the sensitive images like medical images, satellite
images, etc. [22].

Histogram modification based schemes are a remarkable contribution in RDH
schemes. In these approaches, the statistical properties of the image are used to
embed the secret data. Ni et al. [14] proposed the RDH scheme, in which the zero
and peak points of a cover image histogram are recorded. All the pixel values lying
in between these zero and peak values are shifted by one to create the empty spaces.
These spaces are then used to embed the secret data bits. Peak Signal to Noise
Ratio (PSNR) of this scheme is around 48 dB with a good embedding capacity.
A modification of this scheme was proposed by the same author and it was used
as an authentication scheme for semi fragile images [15]. This scheme was further
improved by Fallahpour et al. [3] who proposed that instead of hiding the data in
the entire image, the image can be divided into blocks and then the same histogram
shifting using the peak and the zero points can be repeated for all the blocks, thereby
enhancing the embedding capacity. This embedding capacity was further enhanced
by Tsai et al. [23] by embedding the secret data in the residual images instead of
image histograms. The pixels within the image were classified as wall pixels and non
wall pixels, and then the interpolation error of the wall pixels, and the difference
values of the non wall pixels and the parent pixels were used for data embedding.
The embedding capacity was further enhanced by exploring the prediction values in
a rhombus prediction scheme in Chang et al. [2]. Another variation in the histogram
based approach was proposed by Wang et al. [24] by introducing the concept of
location maps and manipulating the maximum frequency values of the histogram
assuming their intensity values and updating these peak values with the other pixel
value of the same segment. Hong et al. [7] enhanced the embedding capacity by using
the dual binary trees instead of shifting the difference values. To construct a sharper
histogram, Lin et al. [11] utilized difference image histograms. The correlation of
two adjacent pixels is considered in this scheme. In [10], the host image is divided
into sub-images by sampling. One of these sub-images is selected as a reference
image to compute differences with others and the secret message is embedded by
multilevel histogram modification. Luo et al. [12] improved this scheme by selecting
the median of every block to construct a reference image, which leads to a sharper
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histogram. In Pan et al. scheme [18], histogram is constructed for every block, and
the peak point is selected as the reference pixel to compute differences with other
pixels.

1.1 Motivation for the Proposed Work

From the literature survey, it is concluded that most of the existing histogram shift-
ing based RDH schemes [3, 14, 11] have not considered the following points:

1. The regions within an image are not uniform; some regions are smooth while
some are complex. Block based histogram shifting schemes did not consider the
complexity of the blocks in the embedding process.

2. Usually in the existing histogram based shifting schemes, maxima and minima
are selected to shift the in-between pixels to embed the data. The maxima and
the minima point are selected corresponding with the pixels having maximum
and minimum frequency value respectively in the image. Out of the various
minima (zero) points, any random minima is selected in these schemes. If this
is selected judiciously, shifting can be minimized, thereby, minimizing image
distortion.

3. In the existing difference image schemes, negative maxima points have not been
utilized for data embedding, i.e., in the existing histogram shifting approaches
only the absolute differences between the neighboring pixels have been used for
data embedding.

1.2 Contribution

The novelty of the proposed scheme is summarized as follows:

1. Complexity of the blocks is evaluated by using Bit Plane Complexity Segmen-
tation (BPCS ). An optimized threshold value is evaluated by using firefly algo-
rithm and is used to classify a block as smooth or complex. The complex blocks
have been used to embed the data, which helps in enhancing the embedding
capacity as well as the imperceptibility.

2. Maxima and minima (zero) points of difference blocks are chosen in such a way
that the distance between them is least, due to which the shifting of the pixels get
minimized, hence reduction in distortion, thereby enhancing the visual quality
of the image.

3. In the proposed scheme, the difference blocks contain simple difference values,
i.e. positive as well as negative difference values, in which the negative difference
value pixels are able to store more than one bit of secret data, which enhances
the embedding capacity accordingly maintaining the similar visual quality of the
image.
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1.3 Organization of the Work

The paper has been organized into following sections. Section 2 discusses the back-
ground of the proposed scheme. The proposed scheme itself, which comprises of
the schemes of data embedding, and data extraction and handling of the side in-
formation are discussed in Section 3. Experimental results and comparisons of the
proposed scheme with existing schemes have been illustrated in Section 4 followed
by the conclusion in Section 5.

2 RELATED WORK

The concepts of histogram shifting, image complexity and firefly algorithm, used in
the proposed scheme, are discussed in this section.

2.1 Histogram Shifting

Reversible Data Hiding using Histogram Shifting was proposed by Ni et al. [14] in
2006. The main concept of the shifted-histogram data hiding method is to find a pair
of maxima and minima in the histogram of the image and then shift the intensity
of the pixels, which lie between the maxima and minima by one level, towards the
minima. If the minima lies to the right of the maxima, all the pixel values between
them are incremented by 1, while if the minima lies to the left of the maxima, all
the values are decremented by 1, as shown in the Figure 1. This creates an empty
space on the shifted histogram around the maxima pixel value. To embed a data
stream, the shifted image is re-scanned and when the pixel of maximum frequency
is encountered its gray value is incremented by one, if the corresponding bit in the
embedding stream is ‘1’ otherwise it remains unaltered. Thus, the largest number of
bits which can be hidden into the image is equal to the maximum frequency of the
histogram. Owing to the created gap, the data hiding mechanism is reversible. The
values of the pixels with maximum and minimum frequency are also recorded as side
information. If the minimum frequency is non-zero, then their numbers also need
to be embedded as the side information, which reduces the data hiding capacity of
the system.

2.2 RDH Based on Histogram Modification of Difference Images

In this section, Lin et al. scheme [11] is briefly reviewed in which the cover image is
divided into non-overlapping blocks of equal size and difference image is generated
for every block. In the histogram based data hiding schemes, the higher the number
of peak points, the larger will be its hiding capacity. With the help of the histogram
approach, peak values are recorded for every block from its difference image. In
the difference image, the grayscale value of the maximum occurrence tends to be
around 0. The objective in their scheme is to increase the occurrence of peak point
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Figure 1. Shifting of pixels in the histogram of an image

and hence the hiding capacity of the proposed scheme. During the hiding phase,
empty space is created in the difference image by shifting the histogram and hiding
the secret data by using the histogram shifting process. The marked image is gen-
erated using original cover image and modified difference image. For the receiver
part, same steps are applied in the reverse order to retrieve the original image from
the marked image.

2.3 Image Complexity

The data hiding scheme outlined in this paper uses the complex region of the image
to embed data. Image complexity has no standard measure. Kawaguchi [9] proposed
the measure to evaluate image complexity, which is also known as black-and-white
(B-W ) border image complexity.

The black-and-white border length is recorded in the binary image to measure
the image complexity. The longer border indicates complex image, else it is a simple
image. The length of the border is calculated by the summation over the number of
times the color changes along all the rows and columns of the image. For example,
if a black pixel is surrounded by white background pixels, then it has the border
length of 4. The image complexity is defined as follows:

α =
k

m
(1)

where m is maximum possible B-W changes in the image and k is the total length
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of B-W border in the image. Hence the value ranges over, 0 ≤ α ≤ 1. The above
complexity measure is defined only for binary images. The 8-bit grayscale images
are split into 8 binary planes. This splitting of image into its constituent binary
planes is called Bit-Plane Slicing. This is performed in Pure-Binary Coding system
(PBC ) where the intensity values are represented as 8 bit binary numbers, but it
suffers from a serious drawback, known as Hamming Cliff [20]. This issue is resolved
by using the coding system called Canonical Gray Coding System (CGC ), where
successive decimal numbers differ in their representation by just one bit. Thus in
BPCS firstly the absolute intensity values are converted into CGC by PBC-to-CGC
mapping. This is followed by bit-plane decomposition on the CGC values, and the
8 binary images obtained are called the CGC images. These CGC images do not
suffer from Hamming cliffs.

The complexity measure for the grayscale image is explained with the help of
an example in Figure 2. An image block and its binary representation is shown
in the figure. This block is divided into 8 bit planes. ki is calculated for every
block, where i ∈ [1, 8]. ki is length of B-W border which equals summation of
number of color changes along the rows and columns in the image block. Maximum
length (m) = size of image× number of bit planes. For the given image block, size
of image = 3× 3 and number of bit planes = 8. Then, complexity (α) is calculated
using Equation (1).

2.4 Firefly Algorithm

Firefly Algorithm (FA), proposed by Yang et al. [25], is a swarm intelligence op-
timization technique. FA is inspired by flashing behavior of fireflies. Two basic
functions of the flash light are to attract mating partners and to attract potential
prey. FA is based upon the assumption that solution of an optimization problem can
be perceived as fireflies whose brightness is proportional to the value of its objective
function within a given problem space. In the FA, there are three idealized rules:

1. All fireflies are unisexual, so that any individual firefly will be attracted to all
other fireflies.

2. Attractiveness is proportional to their brightness, and for any two fireflies, the
less bright one will be attracted by (and thus move towards) the brighter one;
however, the intensity (apparent brightness) decreases as their mutual distance
increases.

3. If there are no fireflies brighter than a given firefly, it will move randomly.

3 PROPOSED SCHEME

In this section, the data embedding algorithm, data extraction algorithm and pre-
vention of overflow or underflow has been discussed.
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Figure 2. Representation of bit plane slicing and complexity measure
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Algorithm 1 Firefly algorithm for maximum optimization

Objective function: f(x), where x = (x1, x2, x3, . . . , xt);
Generate Initial Population of fireflies xi where i = 1, 2, 3, . . . , t;
Formulate light intensity I in association with f(x)
Define absorption coefficient γ
while (t < MaxGeneration) do

for i← 1 to t do
for j ← 1 to t do

if (Ii > Ij) then
Vary attractiveness with distance r via exp(−γr);
move firefly i towards j
Evaluate new solutions and update light intensity

Rank fireflies and find current best

3.1 Data Embedding

Let CI be the cover image of size M ×N and SI be the Secret Data. A functional
block diagram of the embedding procedure is represented in Figure 3 and discussed
in Algorithm 2.

Algorithm 2 Embedding Algorithm

Input: Cover Image CI of size M ×N , Secret Data Image SI
Output: Marked Image MI

1: The cover image CI is divided into blocks CIb of size r × c. The number of

blocks n created for the image would be: n =
M ×N
r × c

2: Complexity value is calculated for all the blocks using Kawaguchi et al.
scheme [9], described in Section 2.3. Then blocks are categorized into two cate-
gories: Complex and Smooth. The set of blocks having complexity value greater
than the threshold are considered as Complex Blocks while the set of blocks
having complexity value lesser than the threshold are considered as Smooth
Blocks. An optimized threshold value is evaluated by using FA, mentioned in
Algorithm 1. The set of complex blocks is used for data embedding.

An example representing embedding algorithm has been shown in Figure 4.

3.2 Data Extraction

In this procedure, the embedded secret data bits are extracted from the marked
image MI and it is restored to its original image without any distortion. The steps
within the extraction procedure are discussed in Algorithm 3:
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3: From every selected complex block CIb, absolute difference image block CAD b of
size r × (c− 1) is evaluated by using the formula:

CAD b(i, j) = |CIb(i, j)− CIb(i, j + 1)|, (2)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n
4: A simple difference image CSDb of size r × (c − 1) of each block b is evaluated

by using the formula:

CSDb(i, j) = CIb(i, j)− CIb(i, j + 1), (3)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n
5: For all the absolute difference image blocks CAD b, histograms are generated and

maxima maxb and minima minb are recorded for every block. The minima is
chosen in such a way that the value of |maxb−minb | should be minimum. All
the maximas are copied from CSDb to CAD b so that CAD b should consist of
positive and negative maximas and other pixels as absolute values.

6: All the pixel values between maxb and minb are incremented or decremented by
1 depending on the case that the minima minb is present on the right or left
of the corresponding maxima maxb. Rest all the pixel values CAD b(i, j) remain
unchanged. Both cases can be mathematically described in Equations (4) and (5)
as follows:

CAD ′b(i, j) =

{
CAD b(i, j) + 1, if CAD b(i, j) > maxb,

CAD b(i, j), otherwise,
(4)

CAD ′b(i, j) =

{
CAD b(i, j)− 1, if CAD b(i, j) < maxb,

CAD b(i, j), otherwise,
(5)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n.
7: The secret data bits m of the secret data, SI, are embedded in the shifted differ-

ence image blocks CAD ′b by modifying their pixels having grayscale equal to the
maxima maxb, with the help of the following principle:

CAD ′′b (i, j) =


CAD ′b(i, j) +m, if CAD ′b(i, j) = maxb,

|CAD ′b(i, j)|+m1, if CAD ′b(i, j) = −maxb,

CAD ′b(i, j), otherwise,

(6)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c − 2, 1 ≤ b ≤ n, m ∈ {0, 1} and m1 ∈ {0, 2L} where
L = log2(d), d is the difference between negative and positive maximas of the
block.
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8: The blocks of marked image MI are created with the help of blocks of the original
cover image CI and the blocks of the updated difference image CAD ′′ with the
help of the following transformations:

MIb(i, 0) =

{
CIb(i, 0), if CIb(i, 0) < CIb(i, 1),

CIb(i, 1) + CAD ′′b (i, 0), otherwise.
(7)

MIb(i, 1) =

{
CIb(i, 0) + CAD ′′b (i, 0), if CIb(i, 0) > CIb(i, 1),

CIb(i, 1), otherwise,
(8)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n.
9: For other remaining pixels, the following operation is performed

MIb(i, j) =

{
MIb(i, j − 1) + CAD ′′b (i, j − 1), if CIb(i, j − 1) ≥ CI ′b(i, j),

MIb(i, j − 1)− CAD ′′b (i, j − 1), otherwise,
(9)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n.

3.3 Preventing Possible Overflow or Underflow

In the marked image, the grayscale values of some pixels of the cover may exceed
the upper bound (2bd−1 for cover image having bd depth pixels) or the lower bound
(0 for cover image having bd depth pixels). This is possible due to the shifting
operations performed on pixel values that are close to 2bd− 1 or 0. To overcome the
overflow or underflow problem, the modulo operation proposed by Goljan et al. [4]
and Honsinger et al. [5], is adopted. For the marked image, we define each pixel
Sb(i, j) as

Sb(i, j) = Sb(i, j) mod 256.

On the receiver side, whether the received pixel, for example, Sb(i, j) = 255, was
derived from 255 or −1, must be distinguished. Considering the characteristics of
an image, no tremendous variations exist for adjacent pixels. Therefore, in case of
a significant difference between Sb(i, j − 1) and Sb(i, j), Sb(i, j) was conducted by
a modulo operation.

Two evaluations are presented here to restore the original value of Sb(i, j) after
the modulo operation is performed. If Sb(i, j − 1) is larger than TH1, Sb(i, j) is
restored as

Sb(i, 1) =

{
Sb(i, 1) + 256, if |Sb(i, j − 1)− Sb(i, j)| ≥ TH2,

Sb(i, 1), otherwise,

where TH1 and TH2 are the threshold values.
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Algorithm 3 Extraction Algorithm

Input: Marked Image MI
Output: Original image CI and secret data image SI.

1: The received marked image is divided into n blocks of size r × c.
2: The complexity values are calculated for all the blocks using scheme described

in Section 2.3. These blocks are classified into complex and smooth on the
basis of their comparison with the threshold value. An optimized threshold
value is evaluated using FA described in Algorithm 1. The set of blocks having
complexity value greater than the threshold are considered as Complex Blocks
while the set of blocks having complexity value lesser than the threshold are
considered as Smooth Blocks. Only the complex blocks are used for extraction
as the data was embedded only in the complex blocks.

3: Difference image complex blocks RCAD b are calculated from the received
marked image by using the formula:

RCAD b(i, j) = |MIb(i, j)−MIb(i, j + 1)| (10)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n.
4: Values of maxima maxb and minima minb are recieved as side information.
5: The difference image generated in Step 3 is traversed and the embedded secret

data bits m are extracted by using the following rules.

m =


0, if RCAD b(i, j) = maxb,

1, if RCAD b(i, j) = maxb +1,

de2bi(RCAD b(i, j)), if RCAD b(i, j) ∈ [−maxb,maxb−1),

(11)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c − 2, 1 ≤ b ≤ n where de2bi is the conversion
function of any decimal number to its equivalent binary number. maxb is the
received maxima of block b and m is the array of bits extracted. The entire
difference image blocks b are scanned and bit 0 is extracted, if the pixel value
maxb is encountered and 1 is extracted if the pixel value maxb +1 is encountered.
If pixels within the range [−maxb,maxb+1) are encountered, L number of bits
are retrieved by following Equation (11), where

L = blog2(d)c (12)

L is the number of bits embedded in every negative maxima and

d = maxb − (−maxb) + 2 (13)

maxb is the positive peak value and −maxb is the negative peak value.
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Figure 3. Flowchart of data embedding procedure

6: The difference image blocks RCAD ′b are retrieved back by using the formula:

RCAD ′b =


RCAD b(i, j)− 1, if RCAD b(i, j) = maxb +1,

RCAD b(i, j), if RCAD b(i, j) = maxb,

−maxb, if RCAD b(i, j) ∈ [−maxb,maxb−1),

(14)

for 0 ≤ i ≤ r − 1, 0 ≤ j ≤ c− 2, 1 ≤ b ≤ n where maxb is the maxima of block
b and −maxb is the negative maxima of block b.

7: The original image CI is recovered back by applying the inverse shifting opera-
tions.
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Figure 4. Example for data embedding in proposed scheme

If Sb(i, j − 1) is smaller than TH1, Sb(i, j) is restored as

Sb(i, 1) =

{
Sb(i, 1)− 256, if |Sb(i, j − 1)− Sb(i, j)| ≥ TH2,

Sb(i, 1), otherwise.

This approach is an efficient approach to prevent underflow and overflow and is also
used by Lin et al. [11].
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4 EXPERIMENTAL RESULTS

Figure 5. a)–e) Original cover images; f)–j) marked images after embedding 5 000 bits;
k)–o) marked images after embedding 10 000 bits; p)–t) marked images after embedding
25 000 bits

Image
Capacity →

5 000 10 000 20 000 50 000
Threshold ↓

Lena 0.0983 64.65 61.43 58.61 54.86

Boat 0.0635 65.68 62.65 59.83 56.10

Baboon 0.065 67.42 63.84 60.67 55.94

Barbara 0.0762 48.40 45.26 42.11 37.81

Peppers 0.0683 64.59 61.46 58.40 54.57

Table 1. PSNR (dB) values at different capacities (in bits) for different images at opti-
mized threshold

Proposed scheme is implemented using MATLAB. The input images considered
for this work are uncompressed grayscale images named Lena, Boat, Peppers, Ba-
boon and Barbara. These images are generally used by the researchers to compare
their results with existing schemes. Each of the image is 512×512 size and they are
shown in Figure 5. Figures 5 a)–e) show the original images and their marked images
at different embedding data, are shown in Figures 5 f)–t). Block sizes considered in
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Image → Lena Barbara Boat Baboon Peppers
Scheme ↓ Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR
Tsai et al. [23] 38 310 49.11 25 370 48.97 12 739 48.85
Kim et al. [10] 78 071 41.09 52 924 40.65 65 293 40.84
Hong et al. [6] 54 457 48.17 34 148 48.17 34 025 48.77
Ni et al. [14] 5 446 48.21 11 473 48.26 5 447 48.21
Ou et al. [16] 60 000 50.5 47 500 51.1 – – 20 000 50.1
Ma el al. [13] 50 000 50.5 40 000 51.5 17 000 50 38 000 50.5
Qu and Kim el al. [19] 49 000 50.5 38 000 50.5 15 000 50.5 34 000 51.5
Ou et al. [17] 54 000 49 43 000 49 18 000 49 43 000 49
Hong et al. [8] 46 839 49.19 29 824 49.02 14 154 48.86
Proposed 102 431 51.85 154 237 33.01 91 687 53.23 88 807 53.28 97 767 51.60

Table 2. PSNR (dB) vs. Capacity (in bits) comparison of proposed scheme with the ex-
isting schemes

Block Size → 4× 4 8× 8 16× 16

Image ↓ Capacity PSNR Capacity PSNR Capacity PSNR

Lena 102 431 51.85 77 206 47.97 65 496 43.30

Baboon 88 807 53.28 54 817 50.54 40 932 46.58

Peppers 97 767 51.60 72 332 47.89 61 611 43.35

Barbara 154 237 33.01 134 238 27.57 113 465 23.18

Boat 91 687 53.23 62 294 49.96 40 086 45.77

Table 3. PSNR (dB) vs. Capacity (in bits) comparison of proposed scheme for different
block sizes

the proposed work are 4× 4, 8× 8 and 16× 16. In this experiment, a binary image
is taken as secret data. PSNR is taken as one of the quality parameters which is
defined as

PSNR = 10× log10

(2bd − 1)2

MSE
(15)

where bd is the bit depth of the image and MSE is defined as

MSE =
M∑
i=1

N∑
j=1

δ(i, j)2

M ×N
, (16)

δ(i, j) = MI(i, j)− CI(i, j) (17)

Sachnev Ma Qu Ou Proposed Proposed Proposed
Schemes et al. [21] et al. [13] et al. [19] et al. [16] Scheme Scheme Scheme

4× 4 8× 8 16× 16

Lena 20 785 144 390 10 370 10 290 4 758 3 027 1 440

Baboon 60 312 53 715 57 549 52 008 4 266 4 257 7 821

Barbara 21 068 16 177 11 512 10 223 2 093 798 420

Peppers 42 296 23 239 17 741 16 369 5 048 4 347 4 895

Table 4. Shifting (in pixels) comparison for different images for 10 000 embedding capacity
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Sachnev Ma Qu Ou Proposed Proposed Proposed
Schemes et al. [21] et al. [13] et al. [19] et al. [16] Scheme Scheme Scheme

4× 4 8× 8 16× 16

Lena 43 420 33 795 27 176 26 825 9 879 7 085 3 540

Barbara 43 420 34 371 29 644 28 420 4 027 1 636 909

Peppers 90 388 52 460 43 250 43 191 10 012 8 675 5 089

Table 5. Shifting (in pixels) comparison for different images for 20 000 embedding capacity

a)

b)

Figure 6. Embedding capacity (in bits) and PSNR (dB) comparison of proposed scheme
with existing schemes for a) Lena image and b) Peppers image

where MI(i, j) is the pixel of marked image and CI(i, j) is the pixel of cover image,
M and N are the height and width of image, respectively.

Objective function used to optimize the threshold is

fobj = embedding capacity× PSNR (18)

where embedding capacity is the total amount of secret data embedded and PSNR
is taken between original and marked image.

In Table 1, PSNR values have been given for the proposed scheme for different
embedding capacities for different images at their respective optimized thresholds.
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a)

Minimum bits embedded are 5 000 and maximum bits embedded are 50 000 for all
images, considered in this work. One can observe that PSNR values decrease with
the increase in the embedded bits. This is due to the reason as number of embedded
bits decreases the distortion in the marked image, which further decreases PSNR
between cover and marked images.

In Table 2, the PSNR vs. the maximum embedding capacity of the proposed
scheme and various existing schemes have been presented. It can be inferred that the
embedding capacity and PSNR of the proposed scheme are better when compared
to the existing schemes. The embedding capacity has been increased using negative
pixels of the difference image for embedding. PSNR has been maintained by choosing
the closest minima to the maxima of every difference block of the image and also
by using just the complex blocks for the host image. In case of Barbara image,
PSNR value is lesser than the existing schemes, but the embedding capacity has
been increased remarkably as compared to the existing schemes. Table 3 shows
PSNR and embedding capacity for the proposed scheme for different block sizes, i.e.
4× 4, 8× 8 and 16× 16. In Tables 4 and 5, the comparison of the shifting of pixels
of the proposed scheme with the existing schemes at 10 000 and 20 000 embedding
capacities has been shown. It can be seen that the shifting of pixels in the proposed
scheme has been reduced remarkably in comparison to the shifting of the existing
schemes.

PSNR vs. embedding capacity comparison of the proposed scheme with the
existing schemes has been shown in Figure 6 for Lena and Pepper images. It can
be observed from this figure that the proposed scheme maintains the highest PSNR
vs. embedding capacity ratio for both the images. Though Kim et al. [10] manage
to have larger embedding capacity for Lena image, but its PSNR for the same is
quite low as compared to the proposed scheme.

Comparison of the proposed scheme with the existing schemes in terms of shifting
of pixels has been shown in Figure 7. It can be observed that the proposed scheme
has minimum shifting of pixels, which helps in reducing the distortion, thereby
enhancing the visual quality of the image.
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b)

c)

d)

Figure 7. Shifting (in pixels) comparison of the proposed scheme with the existing schemes
for different images for a) block size 4 × 4 and embedding capacity 10 000, b) block size
4×4 and embedding capacity 20 000, c) block size 16×16 and embedding capacity 10 000,
and d) block size 16× 16 and embedding capacity 20 000
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5 CONCLUSION

In this paper, an adaptive reversible data hiding scheme for digital images has
been proposed. The blocks of the image have been categorized into complex and
smooth blocks on the basis of their complexity, and only complex blocks have been
used for embedding, which helped in maintaining the PSNR value. Secret data
bits are embedded in the difference blocks of the image, in which both the positive
and negative difference maxima have been utilized for data embedding, as they
are able to embed more than one bit, thereby increasing the embedding capacity.
Histogram shifting has been minimized by choosing the closest pairs of maxima and
minima which further minimizes the distortion in the marked image. The embedding
capacity and the PSNR of the proposed scheme have proven to be better as compared
to the existing schemes.
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