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Abstract. In this study, we evaluate two task frameworks with dependencies for
important application kernels coming from the numerical linear algebra. In this ap-
proach, the algorithms of the matrix factorization are considered, namely the tiled
LU and the WZ factorizations both without pivoting. In tiled algorithms, the oper-
ations are represented as a sequence of small tasks which operate on square blocks
(tiles) of the data. The dependencies among tasks are expressed as a direct acyclic
graph and the runtime system runs the graph on a multicore architecture. The
performance of applications based on the task dependencies is related to efficient
compilers and the runtime systems. We report the performance and the scalability
of two task frameworks with dependencies on the multicore architecture for the
matrix factorizations. Namely, we compare OpenMP and Intel Thread Building
Blocks. Our results show that the number of tiles in both factorizations always
have an impact on the performance and the speedup. Both the frameworks show
their suitability for efficient parallelization of such applications, although both have
their own merits and flaws.
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1 INTRODUCTION

In recent years task-based parallel programming paradigms became an alternative
to classical thread-based paradigms on the shared memory multicore architectures.
Such task-based implementations of parallel applications are suitable for multicore
architectures. The use of tasks causes higher concurrency and scalability of the
implementations.

However, the task parallelism requires appropriate compilers and execution sys-
tems to perform efficiently. Such systems must decide about load-balancing, over-
heads, and task scheduling. It is difficult to evaluate the efficiency of such run-time
systems because, for various applications, various criteria will be important. Con-
temporary architectures which employ shared-memory parallelism produce appear-
ance of a lot of frameworks exploiting them efficiently – such as OpenMP [6], Intel
Threading Building Blocks (TBB for short) [14], Cilk Plus [24], OpenCL [25] and
others. Thus, choosing a proper framework for a specific problem is not easy.

Different techniques are provided by task-based programming frameworks to
the programmer for writing programs. In some approaches, the algorithms are
represented as graphs of tasks and the runtime system runs the graph on the target
architecture. In the graphs, the nodes are computational tasks performed in kernel
subroutines and edges represent the dependencies among them. In particular, in the
application connected to the numerical linear algebra, direct acyclic graphs (DAGs
or dags) are utilized. A dag is a finite directed graph without cycles. A dag contains
a finite number of vertices and edges. Each edge is directed from one vertex to
another.

Matrix factorization algorithms are dense linear algebra algorithms used often
in many scientific applications. This paper addresses two matrix factorizations. In
addition to the well-known LU factorization, we test another form of factorization,
namely the WZ factorization. The WZ factorization was introduced in [8, 19]. It
was a novel method for solving linear systems in parallel. They both have O(n3)
time complexity using O(n2) data space. The tiled LU and WZ factorization algo-
rithms use the standard set of Basic Linear Algebra Subprograms (BLAS) [7] and
a block array layout for better cache performance. Moreover, the computations on
array tiles (square blocks) fit the task-based parallel model well. The tiled LU and
WZ algorithms can be represented as a dag where nodes are the executed BLAS
routines.

The first contribution of this paper is providing details of implementations of
the tiled LU and WZ factorizations in OpenMP and TBB; the second contribution
is an analysis of the experimental results of these factorization implementations for
two frameworks that support task parallelism with dependencies. In this article, we
investigate two task frameworks, namely OpenMP and Intel TBB. We chose these
frameworks because they are different in the way of implementation development.
OpenMP is an extension to the C/C++ languages and TBB is a C++ library.
These frameworks have also been chosen because they are quite popular, work for
different architectures and CPUs, they can perform differently on different hardware
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architectures and they differ in their approaches to tasks. To compare OpenMP and
TBB we study the tiled LU factorization without pivoting and the WZ factorization
(also without pivoting).

The rest of this paper is organized as follows: Section 2 shows some related
works. Section 3 presents the tiled LU factorization without pivoting and tiled
WZ factorization without pivoting and shows dags (direct acyclic graphs) for each
algorithm. Section 4 describes the details of parallel implementations of the tiled
LU and tiled WZ algorithms on multicore, shared-memory machines. One of them
relies on the use of the OpenMP task directive with the depend clause. The second
one uses TBB. Section 5 is devoted to the results of numerical experiments carried
out on shared memory multicore architectures and to the comparisons of the two
task-based frameworks, namely OpenMP standard and TBB. Section 6 shows the
conclusions of our research and presents future plans.

2 RELATED WORKS

In this paper, we evaluate two task frameworks with dependencies on the multicore
architecture. Similarly, the issue of the comparison of the task parallel frameworks
in the multicore environments is considered in the works [16, 20, 21, 22].

In the work [16], the tasks without dependencies are considered. The authors
compare OpenMP 3.0 runtimes on unbalanced task graphs against Cilk and Intel
TBB. The conclusion of these studies is the fact that the OpenMP task management
mechanisms are less optimized than those of the other threading approaches, namely
Cilk and Intel TBB.

The evaluation of OpenMP 4.0 tasks with dependencies with the benchmark
called KASTORS consisting of small kernels ported to the OpenMP dependent task
model is described in the paper [22]. KASTORS uses the OpenMP 4.0 task de-
pendency constructs to extend different applications. One with these kernels is the
LU decomposition from the PLASMA library (Parallel Linear Algebra for Scalable
Multicore Architectures) framework [1, 13]. The performance of OpenMP applica-
tions expressing task dependencies is closely related to how efficiently compilers and
runtime systems implement this new feature. The FLAME (Formal Linear Algebra
Method) project [11, 15, 18] is another set of high performance libraries. Moreover,
it is not only software but rather a formal approach to creating correct, fast and
efficient linear algebra algorithms and their implementations.

The author of the work [21] evaluates Intel’s C++ Concurrent Collections (CnC)
and Threading Building Blocks (TBB) libraries for application coming from numer-
ical linear algebra, namely tiled Gauss–Jordan algorithm. The conclusion of these
studies is the fact that CnC is almost as fast as TBB.

The paper [20] aims to evaluate OpenMP, TBB and other ways of parallelization
and optimization of computational problems that need task parallelism as well as
data parallelism. The examples used there are adaptive Simpson’s integration and
Belman-Ford algorithm.



200 J. Bylina

3 MATRIX DECOMPOSITION

The matrix decomposition is a factorization of a matrix into a product of matri-
ces. We assume that the decomposed matrix is nonsingular, square, and diagonally
dominant (thus, we can use factorization without pivoting). In this section, we
describe two tiled matrix decompositions, namely the well-known tiled LU decom-
position without pivoting and the tiled WZ decomposition (also without pivoting).
Each of the algorithms is expressed in terms of the elementary operations and the
graphs.

3.1 Block LU Factorization

Let the dense square (n × n) diagonally dominant matrix A be partitioned into
q × q tiles of size t × t (n = qt and 1 ≤ t ≤ n) and Aij is a square tile on row i
and column j. The tiled LU factorization algorithm performs the majority of its
floating-point operations (flop) using the level 3 BLAS operations.

The tiled algorithm for the LU factorization may base on the following set of
elementary operations.

• DTRSM(u/nonu, up/lo, l/r, A, X, B). This BLAS subroutine is used to com-
pute X = A−1 ·B (denoted by l), or X = B ·A−1 (denoted by r), where X and
B are s × s matrices, A is a unit (u) or non-unit (nonu), upper (up) or lower
(lo) triangular matrix.

• DGEMM(A, B, C). This BLAS subroutine is used to compute A = −B ·C + A,
where A, B, and C are s× s matrices.

Algorithm 1 presents the tiled LU factorization algorithm expressed in terms of
elementary operations. The circled numbers shown in Algorithm 1 emphasize the
correspondence between the operations and the tasks in Figure 1.

The scheduler executes tasks in any order that respects the dependencies shown
in the dag. This approach is presented in [3] for tiled linear algebra algorithms.
Figure 1 presents a directed acyclic graph for parallel tile LU factorization of a 4× 4
tile matrix. Arrows show dependencies between tasks. The tasks are denoted by
circles. The red circles (with the number 1) represent line 2 in Algorithm 1; the
magenta circles (with the number 2) – line 4; the green circles (with the number 3) –
line 7 and the blue ones (with the number 4) correspond to line 11.

3.2 Block WZ Factorization

The WZ factorization is described in [8, 19, 23]. Let us assume that A is a square,
nonsingular and diagonally dominant matrix of the size n × n (we consider only
even n, for simplicity’s sake).

We are to find matrices W and Z that fulfill WZ = A. The main diagonal of
the matrix W consists only of ones. The second diagonal consists of zeros. These
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Algorithm 1 Tiled LU factorization

Require: A, q
Ensure: L, U
1: for k ← 1, q do
2: LU(Akk,Lkk,Ukk) 1©
3: for i← k + 1, q do
4: DTRSM(nonu, up, q, Ukk, Lik, Aik) 2©
5: end for
6: for j ← k + 1, q do
7: DTRSM(u, lo, l, Lkk, Ukj, Akj) 3©
8: end for
9: for i← k + 1, q do

10: for j ← k + 1, q do
11: DGEMM(Aij, Lik, Ukj) 4©
12: end for
13: end for
14: end for

diagonals divide the matrix into four triangles. The left and right triangles contain
non-zeros, and the top and bottom ones contain only zeros. The matrix Z has non-
zeros where the matrix W has zeros or ones – and vice versa. The first part of the
WZ factorization algorithm consists of setting successive parts of columns of the
matrix A to zeros. In the first step, we do that with the elements in the 1st and
nth columns – from the 2nd row to the (n− 1)th row. Next, we update the inner
submatrix of A of the size (n− 2)× (n− 2) and for k = 2, . . . , n

2
we zero elements

in the kth and (n− k + 1)st columns – from the (k + 1)st row to the (n− k)th row
and we update the inner submatrix.

The tiled WZ factorization algorithm [5] performs the majority of its floating-
point operations (flop) using the level 3 BLAS operations. We assume that A is
a square nonsingular matrix of an even size n and it is partitioned on r× r (r is also
even) parts (r of each side – rows and columns). The tiled WZ algorithm consists of
four repeating stages r/2 times. Stage 1 (line 3 in Algorithm 2) comprises the WZ
factorization of a matrix built from four corner blocks of the input matrix. Stage 2
(lines 4–11 in Algorithm 2) computes 2s (where s = n

r
) columns of the matrix W –

s right columns and s left columns. Stage 3 (lines 12–19 in Algorithm 2) computes
2s rows of the matrix Z – s bottom rows and s top rows. Stage 4 (lines 20–25
in Algorithm 2) updates the inner submatrix of A – that is, A without outer 2s
columns and 2s rows. In the next step, the algorithm is repeated for this inner
matrix. The tiled algorithm for the WZ factorization will be based on the following
set of elementary operations.

• DTRSM(u/nonu, up/lo, l/r, A, X, B). This BLAS subroutine is used to com-
pute X = A−1 · B (denoted by l), or X = B · A−1 (denoted by r), where X
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Figure 1. A directed acyclic graph for the tile LU factorization of a 4× 4 tiled matrix

and B are s×s matrices, A is a unit (u) or non-unit (nonu), upper (up) or lower
(lo) triangular matrix.

• DGEMM(A, B, C). This BLAS subroutine is used to compute A = −B ·C + A,
where A, B, and C are s× s matrices.

• DGEMM copy(A, B, C, D). This BLAS subroutine is used to compute A = −B ·
C + D, where A, B, C, and D are s× s matrices.
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Algorithm 2 presents the tiled WZ factorization algorithm expressed with the
above-mentioned operations (DTRSM, DGEMM, DGEMM copy) for a nonsingular matrix A
partitioned into r × r blocks. The matrices W and Z are the results of this algo-
rithm. Again, the circled numbers in Algorithm 2 show which operations belong to
respective tasks in Figure 2.

Algorithm 2 Tiled WZ factorization

Require: A, r
Ensure: W, Z
1: for k ← 1, r/2 do
2: k2 ← r − k + 1

3: WZ(

[
Akk Akk2

Ak2k Ak2k2

]
,

[
Wkk Wkk2

Wk2k Wk2k2

]
,

[
Zkk Zkk2

Zk2k Zk2k2

]
) 1©

4: DTRSM(nonu, up, l, Zkk, D1, Zkk2) 1©
5: DGEMM copy(E1, Zk2k, D1, Zk2k2) 1©
6: DTRSM(u, lo, r, Wkk, D2, Wk2k) 1©
7: DGEMM copy(E2, D2,Wkk2,Wk2k2) 1©
8: for i← k + 1, k2 − 1 do
9: DGEMM(Aik2, Aik, D1) 2©

10: DTRSM(nonu, lo, r, E1, Wik2, Aik2) 2©
11: DGEMM(Aik, Wik2, Zk2k) 2©
12: DTRSM(nonu, up, r, Zkk, Wik, Aik) 2©
13: end for
14: for i← k + 1, k2 − 1 do
15: DGEMM(Ak2i, D2, Aki) 3©
16: DTRSM(u, up, l, E2, Zk2i, Ak2i) 3©
17: DGEMM(Aki, Wkk2, Zk2i) 3©
18: DTRSM(u, lo, l, Wkk, Zki, Aki) 3©
19: end for
20: for j ← k + 1, k2 − 1 do
21: for i← k + 1, k2 − 1 do
22: DGEMM(Aij, Wik, Zkj) 4©
23: DGEMM(Aij, Wik2, Zk2j) 4©
24: end for
25: end for
26: end for

Algorithm 2 can be represented as a dag. Figure 2 shows such a dag for the tiled
WZ factorization when Algorithm 2 is executed for a 4× 4 tiled matrix. This figure
also corresponds to the lines in Algorithm 2. The tasks are denoted by circles and
the red circles (with the number 1) represent lines 3–7; the magenta circles (with
the number 2) – lines 9–12; the green circle (with the number 3) – lines 15–18 and
the blue ones (with the number 4) correspond to lines 22–23.
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Figure 2. A dag for the tiled WZ factorization of a 4× 4 tiled matrix

3.3 Theoretical Speedup – Amdahl’s Law

We compute a maximal theoretical speedup of our algorithms from Amdahl’s law,
using the cost of the sequential traditional versions, that is:

CLU(n) =
2

3
n3 − 1

2
n2 − 1

6
n,

CWZ(n) =
2

3
n3 − 7

3
n− 3.

Let us compute the cost of Algorithm 2, namely CWZ(n, s) (as it depends not
only on n but also on the size s of the tile). To achieve this, we are to compute
costs of the particular stages 1–4 which we denote CWZ1, CWZ2, CWZ3 and CWZ4,
respectively (n = r · s):

CWZ1(s) = CWZ(2s) =
16

3
s3 − 7

3
s− 3,

CWZ2(k, r, s) = CWZ3(k, r, s) = 3s3 + s2 +
r−k∑

i=k+1

(6s3 + 2s2)

= 3s3 + s2 + (6s3 + 2s2)(r − 2k),

CWZ4(k, r, s) =
r−k∑

i=k+1

r−k∑
j=k+1

(4s3 + 2s2) = (4s3 + 2s2)(r − 2k)2.
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Thus, the number of floating-point arithmetic operations for the tiled WZ fac-
torization algorithm (Algorithm 2) is:

CWZ(n, s) =

r
2∑

k=1

(CWZ1(s) + 2CWZ2(k, r, s) + CWZ4(k, r, s))

=
n3(4s + 2) + 6n2s2 + n(6s3 − 2s2 − 7s− 9)

6s
.

Analogously, we can obtain the cost of the tiled LU factorization (here, n =
q · t and the size of the block is t; we present only formulas necessary for further
considerations), namely:

CLU1(t) =
2

3
t3 − 1

2
t2 − 1

6
t,

CLU(n, t) =

q∑
k=1

(CLU 1(t) + 2CLU 2(k, q, t) + CLU 4(k, q, t))

=
n3(4t + 2)− 3n2t− n(2t2 + t)

6t
.

The maximal theoretical speedup for p threads can be estimated from Amdahl’s
law. To use this law we must determine which part must be executed sequentially,
and which part can be executed in parallel. In our algorithms, the only parts which
have to be executed sequentially are the first stages (denoted with 1©).

Thus, let PWZseq be the relative cost of this sequential part of Algorithm 2. The
cost of one execution of stage 1 is CWZ1, but it is executed r

2
times. So:

PWZseq(n, s) =
r
2
· CWZ1(s)

CWZ(n, s)
=

16s3 − 7s− 9

n2(4s + 2) + 6ns2 + 6s3 − 2s2 − 7s− 9
.

According to Amdahl’s law [10], the best theoretical speedup for the parallel
tiled WZ factorization algorithm (for p threads, n× n matrix and s× s tile) is:

SWZ(p;n, s) =
1

PWZseq(n, s) +
1−PWZseq(n,s)

p

.

Analogously, we can obtain similar formulas for the tiled LU factorization (here,
n = q · t and the size of the block is t; we present only formulas necessary for further
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considerations), namely:

CLU1(t) =
2

3
t3 − 1

2
t2 − 1

6
t,

CLU(n, t) =

q∑
k=1

(CLU 1(t) + 2CLU 2(k, q, t) + CLU 4(k, q, t)

=
n3(4t + 2)− 3n2t− n(2t2 + t)

6t
,

PLUseq(n, s) =
q · CLU1(t)

CLU(n, t)
=

4t3 − 3t2 − t

n2(4t + 2)− 3nt− 2t2 − t
,

SLU(p;n, t) =
1

PLUseq(n, t) +
1−PLUseq(n,t)

p

.
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Figure 3. The theoretical maximum speedup for the tiled LU and WZ implementations

Figure 3 shows the theroetical maximum speedup as a function of the size of
the block, for fixed n = 1 000 and for selected numbers p of threads (p ∈ {12, 24}).
We can see from Figure 3 that the speedup should be the best for as small blocks
as possible. However, smaller blocks require more communication and synchroniza-
tion – which is not counted in Amdahl’s law. So the size of the block has to be
chosen experimentally.

4 IMPLEMENTATIONS

In our work, the matrices are stored as one-dimensional arrays of the tiles and we
refer to it as a tiled layout, similarly to [3]. In the tile layout, the matrices are
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represented as small square tiles of data contiguous in memory so that each core can
operate on an individual tile independently.

4.1 OpenMP

In our first implementations, we employ the OpenMP task directive and the BLAS
routines for matrices’ operations. We call these implementations TLU(q)-OpenMP
and TWZ(r)-OpenMP. The well-known OpenMP standard was extended with the
task construct introduced in version 3.0 [16] with support for task dependencies by
means of the depend clause. The clause allows defining lists of data items that are
only inputs, only outputs, or both inputs and outputs. The annotated task will be
scheduled for execution only when the dependencies expressed by those data items
are satisfied with respect to preceding tasks in the same task region. This task is
bound to a thread from the current team of threads. The execution of the new task
can be instant or delayed according to the task schedule and availability of threads.
The OpenMP runtime provides a dynamic scheduler of the tasks while avoiding data
hazards by keeping track of dependencies. The dynamic scheduler means that the
tasks are queueing and executed as quickly as possible. Algorithms 3 and 4 present
the tiled factorization with the #pragma omp task with dependencies (and the color
circles representing the content of the particular tasks).

Algorithm 3 Tiled LU factorization – task-based with dependencies

Require: A, q
Ensure: L, U
1: for k ← 1, q − 1 do
2: #pragma omp task depend(in:Akk) depend(out: Lkk) depend(out: Ukk)

3: LU(Akk,Lkk,Ukk) 1©
4: for i← k + 1, q do
5: #pragma omp task depend(in:Aik) depend(in: Ukk) depend(out: Lik)

6: DTRSM(nonu, up, q, Ukk, Lik, Aik) 2©
7: end for
8: for j ← k + 1, q do
9: #pragma omp task depend(in:Akj) depend(in: Lkk) depend(out: Ukj)

10: DTRSM(u, lo, l, Lkk, Ukj, Akj) 3©
11: end for
12: for i← k + 1, q do
13: for j ← k + 1, q do
14: #pragma omp task depend(in:Lik) depend(in: Ukj) depend(inout: Aij)

15: DGEMM(Aij, Lik, Ukj) 4©
16: end for
17: end for
18: end for
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Algorithm 4 Tiled WZ factorization – task-based with dependencies

Require: A, r
Ensure: W, Z
1: for k ← 1, r/2 do
2: k2 ← r − k + 1
3: #pragma omp task depend(in: Akk, Akk2, Ak2k2, Ak2k)

depend(out: Wkk, Wkk2, Wk2k2, Wk2k, Zkk, Zkk2, Zk2k2, Zk2k, D1, E1, D2, E2 )

4: WZ(

[
Akk Akk2

Ak2k Ak2k2

]
,

[
Wkk Wkk2

Wk2k Wk2k2

]
,

[
Zkk Zkk2

Zk2k Zk2k2

]
) 1©

5: DTRSM(nonu, up, l, Zkk, D1, Zkk2) 1©
6: DGEMM copy(E1, Zk2k, D1, Zk2k2) 1©
7: DTRSM(u, lo, r, Wkk, D2, Wk2k) 1©
8: DGEMM copy(E2, D2,Wkk2,Wk2k2) 1©
9: for i← k + 1, k2 − 1 do

10: #pragma omp task depend(in: Aik, Aik2, Zkk, Zk2k, D1, E1)

depend(out: Wik, Wik2)

11: DGEMM(Aik2, Aik, D1) 2©
12: DTRSM(nonu, lo, r, E1, Wik2, Aik2) 2©
13: DGEMM(Aik, Wik2, Zk2k) 2©
14: DTRSM(nonu, up, r, Zkk, Wik, Aik) 2©
15: end for
16: for i← k + 1, k2 − 1 do
17: #pragma omp task depend(in: Ak2i, Aki, Wkk2, Wkk, D2, E2)

depend(out: Zki, Zk2i)

18: DGEMM(Ak2i, D2, Aki) 3©
19: DTRSM(u, up, l, E2, Zk2i, Ak2i) 3©
20: DGEMM(Aki, Wkk2, Zk2i) 3©
21: DTRSM(u, lo, l, Wkk, Zki, Aki) 3©
22: end for
23: for j ← k + 1, k2 − 1 do
24: for i← k + 1, k2 − 1 do
25: #pragma omp task depend(in: Wik, Wik2, Zkj, Zk2j) depend(out: Aij)

26: DGEMM(Aij, Wik, Zkj) 4©
27: DGEMM(Aij, Wik2, Zk2j) 4©
28: end for
29: end for
30: end for
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It would seem that keeping some matrices in cache between tasks would be
profitable. However, forcing it is not possible. Moreover, even if it would be possible,
it is not desirable – we use tasks in our implementations and the data are in the
cache during one task execution (if the block size is not too big), but locking them
between tasks would restrict the task scheduler. The task scheduler itself has to
decide, which tasks are to be run on which processors, considering the cache content
and the dependencies.

4.2 TBB

Our second set of implementations uses Intel Thread Building Blocks (TBB) and
similarly, as in our previous implementations, they call the BLAS routines for matrix
operations. We denote these implementations TLU(q)-TBB and TWZ(r)-TBB. The
Intel Threading Building Blocks (Intel TBB) [12, 17] is a C++ template library
for parallel programming on multicore architectures. This library provides parallel
constructs like algorithms, containers, and tasks which the programmer can use to
implement an algorithm and run it in parallel.

The TBB task interface requires the declaration of a new class extending the
task class and the creation of task object instances. A member function executes the
work of the task. However, there are also other tools to run a task-based algorithm –
and one of them is the flow graph.

The greatest advantage of this approach is the separation of concerns. We can
do the following implementation jobs independently:

• describe the algorithm;

• design and implement small independent computational kernels;

• connect them with the graph to schedule them efficiently.

The use of the flow graph (which can be an arbitrary directed graph, not only
a dag) in TBB is different from the OpenMP. Here, the programmer has to build
a dependency graph on his own – quoting the dependencies is not enough. For build-
ing the graph, there are (among others) following elements (all from the tbb::flow

namespace):

• the class graph – this is the main class which provides the graph implementation;

• the class template continue node – this is an auxiliary class which represents
a single node of the graph – and a task at the same time. The main job of the
node is storing a functor which describes actions to be performed on this node.

• the class continue msg – it is a helper class used as a signal between consecutive
nodes;

• the function template make edge connects the nodes and thus, it determines
the sequence of the nodes (and the actions, at the same time) and – which can
be more important – also the dependencies between nodes. A continue node
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can perform any actions if and only if all its previous nodes (connected with it
directly by edges) finished their actions.

We should also mention try put (a node method which sends the first continue msg

in order to start the computations) and wait for all (a graph method which waits
for all the computations to finish).

Some fragments of the code of TLU(q)-TBB are shown in Listing 1 (it is
LU Graph – the main class responsible for building the graph and conducting the
computations).

The maps (nodes lu, nodes U, nodes L, nodes X) store (smart) pointers to the
nodes and are crucial in building the graph (thanks to them, all the created nodes
are easy to reference).

The constructor creates nodes and edges with the use of the functions: red node,
green node, magenta node and blue node (names according to colors from Fig-
ure 1). Only one (green node) of these functions is shown – the others are similar.

Then, we have some helper functions (red action, green action,
magenta action and blue action) which describe the desired computational ac-
tions for respective nodes and return computational kernels in the form of lambdas.
In them, we use some macros but there are just BLAS routines inside. Again, only
one function (magenta action this time) is fully shown here.

Finally, we can see the method run which starts the computations and waits for
them to finish.

The idea of the TWZ(r)-TBB implementation is the same – although the depen-
dencies are somewhat different (see Figure 2) and the kernels are more complicated
(what can be inferred from Algorithm 4).

5 NUMERICAL EXPERIMENTS

We tested the performance of two matrix decompositions, namely the tiled LU
factorization and the tiled WZ factorization. We compared four implementations of
these matrix decompositions, that is:

• TLU(q)-OpenMP – a parallel implementation of the tiled LU factorization with
the use of single-threaded level 3 BLAS routines (DTRSM and DGEMM) from the
MKL library and the OpenMP standard with tasks and the dynamic scheduling;

• TWZ(r)-OpenMP – a parallel implementation of the tiled WZ factorization with
the use of single-threaded level 3 BLAS routines (DTRSM and DGEMM) from the
MKL library and the OpenMP standard with tasks and the dynamic scheduling;

• TLU(q)-TBB – a parallel implementation of the tiled LU factorization with the
use of single-threaded level 3 BLAS routines (DTRSM and DGEMM) from the MKL
library and a TBB flow graph;

• TWZ(r)-TBB – a parallel implementation of the tiled WZ factorization with the
use of single-threaded level 3 BLAS routines (DTRSM and DGEMM) from the MKL
library and a TBB flow graph.
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using namespace tbb::flow;

class LU_Graph {

private:

graph g;

/* other class members */

std::map <std::vector <int >,

std:: shared_ptr <continue_node <continue_msg >>>

nodes_lu , nodes_U , nodes_L , nodes_X;

public:

LU_Graph(int q, /* other parameters */) { /*...*/ }

void red_node(int k) { /*...*/ }

void green_node(int k, int i) {

nodes_U[ {k, i} ] =

std:: make_shared <continue_node <continue_msg >>

(g,

green_action(k, i));

make_edge (* nodes_lu.at({k}),

*nodes_U.at({k, i}));

}

void magenta_node(int k, int j) { /*...*/ }

void blue_node(int k, int i, int j) { /*...*/ }

auto red_action(int k) { /*...*/ }

auto green_action(int k, int i) { /*...*/ }

auto magenta_action(int k, int j) {

return [=]( const continue_msg &) {

TLU_DTRSM_no_copy(TLU_u , TLU_lo , TLU_l ,

TILE_ADDR_X(L, k, k),

TILE_ADDR_X(A, k, j));

};

}

auto blue_action(int k, int i, int j) { /*...*/ }

void run() {

nodes_lu.at({0})-> try_put(continue_msg ());

g.wait_for_all ();

}

};

Listing 1. Fragments of the main class responsible for building the graph and conducting
the computations in the TLU(q)-TBB implementation
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Table 1 shows details of the specification of the hardware and software used
in the numerical experiment. The flags used in compilation and linking were:
-mkl=sequential -fopenmp -O3 -ip -no-prec-div -fp-model fast=2

-std=c++14 -ltbb. The theoretical peak performance (in Gflops) can be computed
from the specification, with the use of the formula:

# of cores× clock frequency in GHz× flops per cycle = 24× 2.3× 16

= 883.2 [Gflops]

CPU 2× Intel Xeon E5-2670 v.3
(Haswell)

# of cores 24 (12 per socket)
# of threads 48 (2 per core)
clock 2.30 GHz
level 1 data cache 32 kB per core
level 2 cache 256 kB per core
compiler Intel ICC 16.0.0
BLAS/LAPACK libraries MKL 2016.0.109

Table 1. Hardware and software used in the experiments

The input matrices were generated by the authors. They were random, square,
dense matrices, with a dominant diagonal of even sizes (1 024, 2 018, . . . 14 336).
Various numbers of tiles were tested, namely, each matrix was divided into 16, 32,
64, and 128 tiles for each side (both for the rows and the columns). The matrices
are stored (from the beginning) in a tiled format [9] – as shown in Figure 4.

Figure 4. Memory layout of the test matrices. Arrows show data sequence in memory
(black: within a tile; red: between tiles).

The performance times were measured with the use of a standard function,
namely (omp get wtime()). The measured performance time does not include the
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time needed for the matrix generation and for storing it in the aforementioned tiled
format. However, it was quite short (O(n2)), relative to the time of the factorizations
(O(n3)).

We set the number of OpenMP threads using the omp set num threads function
and the number of TBB threads with the use of tbb::task scheduler init. All
the experiments reported below were performed with the use of the double-precision
arithmetic.

5.1 Performance

In our experiments, as a metric, we use the number of floating-point operations per
second (flops). The number of floating point operations for both the LU factorization
and the WZ factorization of the matrix of the size n × n is 2

3
n3 + O(n2), so it

approximately equals 2
3
n3.

Thus, to obtain the metric in Gflops (= 109 flops) we use the following formula

2n3

3 · T · 109
,

where T is the execution time of a measured implementation. This metric allows
comparing all implementations with the same measure.

Figure 5 presents the performance (in Gflops) of the TWZ(r)-OpenMP, TWZ(r)-
TBB, TLU(q)-OpenMP and TLU(q)-TBB for the number of threads 24 for four
different number of tiles (16, 32, 64, 128) as a function of the matrix size. We tested
matrices of the sizes being multiples of 1 024, thus we were limited to the numbers
dividing 1 024, that is, powers of 2. Thus, we chose above-mentioned numbers.
However, some other tests (conducted on the matrix of the size 15 120 which has
many more divisors) showed that the best results are obtained for q between 32 and
64 (LU) and r between 64 and 128 (WZ).

We can observe that the number of tiles has a great impact on the performance.
For a wrongly chosen number of tiles (especially in the WZ factorization), the per-
formance can drop drastically (e.g., even to about 100 Gflops for WZ with r = 16
in both frameworks). For the LU factorization and q = 128, the performance is also
poor. Having analyzed all the experiments for TLU-OpenMP, we can see that the
values q = 16 and q = 128 can be dismissed. On the other hand, for smaller matrices
(up to the size 8 192), q = 32 is the best and for bigger ones (12 288 and more), we
should choose q = 64. Between 8 192 and 12 288, the choice is ambiguous – q = 32
or q = 64 is better, but they are similar. For TLU-TBB, we can ignore q = 128 and
q = 64 (never being the best choices). For small matrices (up to 6 144), the better
is smaller of the remaining ones (that is, q = 16) and for bigger matrices (7 168 and
more), the better is q = 32. For the tiled LU factorization, both frameworks are very
close – usually, OpenMP prevails, but the differences are very minute. However, we
can see that in TLU, OpenMP needs q to be twice as big as for TBB.

After the analysis for TWZ-OpenMP, we can see that this implementation be-
haves the best for r = 64 (up to the size 10 240) and for r = 128 (for the matrix
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size 11 264 and more). The parameter r = 16 is never the best and for very small
matrices, r = 32 gives good results. The TWZ-TBB implementation gives the best
results for r = 32 (but only for the size 4 096 and less) and for r = 64 (from 5 120).
The other values (r = 16 and r = 128) do not perform well. Again, the best results
for both tiled WZ implementations are very close and we cannot assess which is the
best. Moreover, in TWZ, we can also see that OpenMP needs r to be twice as big
as for TBB.

Both the algorithms perform better in TBB if the parameter (q and r) is two
times smaller than in OpenMP. In other words, the TBB versions work better for
bigger portions of the data. Precisely: four times bigger – because the optimal linear
size of the tile is twice bigger in TBB than in OpenMP; so the amount of data is
four times bigger in TBB. That leaves an open question: why is this so?

To sum up, the performance depends strongly on the size of the matrix (what
is quite obvious) and on the number of tiles (that is q or r) – thus, indirectly on
the sizes of a single tile. The framework itself (OpenMP or TBB) has only a slight
impact.

Implementation Time Performance % of
[s] [Gflops] Peak Performance

MKL LU 3.15 623.67 70.61 %
TLU(64)-OpenMP 2.98 658.28 74.53 %
TLU(32)-TBB 3.24 606.66 68.69 %
TWZ(128)-OpenMP 3.85 509.62 57.70 %
TWZ(64)-TBB 3.68 533.40 60.39 %

Table 2. The comparison of the best times and performances for four presented imple-
mentations for 24 threads and the matrix size of 14 336

In Table 2, we can see the best times and performances (with its values of r or q)
and peak performance percentages, chosen experimentally for a matrix of size 14 336
and 24 threads – for each considered implementation and for a vendor MKL LU
factorization. For the largest matrix size (14 336), the TLU algorithm achieves the
best performance in the OpenMP implementation, although for the TWZ algorithm,
the TBB implementation is better. Our implementations gave comparable results
to the results of a vendor implementation (namely, the LU factorization without
pivoting from the MKL library, that is dgetrfnpi). The same tests were also
conducted for similar sizes (like 14 208, 14 464 and others; to exclude problems
with cache associativity) and the general performance is very similar. However,
not always the TLU(64)-OpenMP implementation was the best.

5.2 Speedup

In our proposed implementations only Stage 1 is not parallelized. In this section,
we investigate the influence of this sequential part on the speedup possibilities.
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Figure 5. The performance in Gflops of the parallel tiled LU and WZ factorization algo-
rithms for the number of threads 24 for four different number of tiles (16, 32, 64, 128) as
a function of the matrix size
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Let Tp be the time to perform the computation using p threads. Speedup for p
threads is defined as:

Sp =
T1

Tp

.

Figure 6 shows the experimental speedup (relative to the same algorithm run
with the use of one thread – the times are shown in Table 3) as a function of the
number of threads (1–27 threads) for different values of r and q for a matrix of the
size 14 336.

Considering the best choices of q and r, the OpenMP implementations give
a significantly better speedup (for 24 threads, it is more than 20). The best what
the TBB implementations gain is speedup of 20. However, Table 3 shows that the
TBB implementations have better performance for one thread, and thus they achieve
poorer results in terms of relative speedup (Section 5.1 shows similar performance
for OpenMP and TBB implementations of the same algorithm).

Implementation Time [s]
1 Thread 12 Threads 24 Threads

TLU(64)-OpenMP 68.93 5.84 2.98
TLU(32)-TBB 62.99 5.48 3.23
TWZ(128)-OpenMP 75.05 6.98 3.85
TWZ(64)-TBB 70.02 6.25 3.65

Table 3. The performance time for selected numbers of threads and the matrix size of
14 336

We can see that the OpenMP implementations scale better – up to 24 threads.
For more threads, the hyperthreading turns on and it does not improve the per-
formance – aggravating the results sometimes. In the case of TBB, the scalability
collapses somewhat earlier. For both frameworks, we should choose the maximum
number of physical cores as the number of threads, that is, 24 in our environment.

The speedup is sensitive to the values r and q. However, both implementations
are scalable (up to the number of physical cores, that is 24) for well-chosen q and r.

5.3 Scalability

Figure 7 shows the weak scalability of the algorithms. The tests here are run for
various numbers of processors, however, the amount of the work is chosen to be
proportional to the number of employed cores. To achieve a nice weak scalability [10],
we expect the plots (of the execution time versus the number of processors employed)
to be horizontal. We can see that both frameworks (that is OpenMP and TBB) and
both methods (LU and WZ) achieve similar, very good, weak scalability.

Figure 8 shows the strong scalability of the algorithms. This time, the tests
were run for various numbers of processors, but the amount of the work was always
the same (the size of the matrix was 14 336). The plot (of the execution time versus
the number of processors employed) was done in log-log scales [10]. In such a plot,
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Figure 6. The speedup of the parallel tiled LU and WZ factorization algorithms as a func-
tion of the number of threads for different values of r and q for matrix size equals 14 336
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a good strong scalability should give a straight line with the slope −1. We can see
that the scalability is not bad for all cases. However, close to the maximal number of
processors, something spoils (what can be also seen in Figure 6). It can be explained
by an automatic constraint on the energy used by the processor.
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6 CONCLUSION

In this work, we reported numerical experiments aimed to compare two parallel task
frameworks, namely OpenMP and TBB for two matrix factorizations. We focused
on two matrix factorizations which use BLAS functions from MKL library and are
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computationally intensive. We implemented these matrix factorizations using tasks
with dependencies in OpenMP and TBB. We chose these frameworks because they
differ significantly in their approach to defining dags and dependencies. Moreover,
OpenMP is a language extension, but TBB is an ordinary library.

The TBB library seems to be more flexible – as it is just a library seamlessly
fitting into the C++ language and its other libraries. Arbitrary C++ types can be
used with TBB, whereas OpenMP have troubles with some more complicated types
(like classes, templates, lambdas) and they cannot be used directly. High-level
abstraction (provided by these types) does not port well into OpenMP. Conversely,
in TBB they are treated quite transparently, because TBB is not an overlay onto
the language – as OpenMP is. As a library, TBB synergizes with C++ standard
library as well as with external libraries. We can also easily use templates and
lambdas which facilitate the creation of flexible and reusable code. On the other
hand, in OpenMP, pragmas do not accept many C++ constructs (sometimes not
even macros) and we must employ some tricks to achieve our goals.

The TBB library also offers more tools to better control the execution. With
the use of OpenMP, we are not building the graph – this is done by the compiler and
run-time system. We can only give the dependencies and trust that the graph will
be correct. However, sometimes (especially when the graph is explicit – as in our
case) it is easier to build the graph than to write complex (and sometimes artificial)
dependencies. Moreover, the dependency graph built by a programmer in TBB can
be an arbitrary graph (contrary to OpenMP, where graphs are not arbitrary and
they must be given implicitly, by dependencies – as we mentioned above). Each
graph node represents a task and its edges describe arbitrary dependencies between
them. The task scheduling is a very important part of TBB. It automatically al-
locates tasks to workers (threads) to maintain the best load balancing. But the
main advantage of the TBB is that it is completely compatible with the C++ lan-
guage and can be freely used with other libraries – which is priceless in advanced
applications.

On the other hand, OpenMP is very popular and quite simple to use. It is also
a portable and (de facto) standard approach. However, OpenMP has some limita-
tions. It causes problems when dependencies are more complicated, does not allow
using some C/C++ constructs (even some simple expressions or data members) in
pragmas and clauses, forcing a programmer to use unnatural notations (as illegible
casts). Specifically to dependencies, if array sections appear in them, they must
be either the same or disjoint. It is also a C-based standard so it does not treat
well some C++ elements (like references). Thus, OpenMP is a common and quite
efficient tool, although TBB is more programmer-friendly and sometimes TBB’s
features and flexibility make TBB the only option.

There was not a clear performance relation among the considered frameworks,
and the differences between them were small in most cases. In fact, the average
performance difference between the slowest and the fastest implementation in our
tests was about 19 %. However, the OpenMP implementations relative speedup is
clearly better than that for TBB.
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There is also a programmer’s experience issue. For simpler projects, OpenMP
seems easier – especially when we have a working sequential implementation. On
the other hand, for more complicated problems, notably ones needing some code
reuse (as, for example, refinement techniques [2, 4] where the same algorithm is
used with different precision types), TBB is better for an experienced developer,
although, TBB is also more demanding. However, the merits of TBB (its flexibility,
generality, code readability) prevails over the OpenMP (its limitations and error
proneness).

Our corollaries can be generalized to a wide class of algorithms. Namely, all the
linear algebra algorithms – as, for example, various factorizations (Cholesky, QR,
etc.), matrix-matrix multiplication (GEMM) and iterative methods (Jacobi, Gauss-
Seidel, GMRES) – which can be designed as a tiled version (that is, with the use
of square blocks and the special storing format mentioned in Section 5) can be also
implemented with tasks (using both OpenMP and TBB) similarly.

Further work is needed to determine other ways in which OpenMP and TBB
frameworks could potentially be improved and whether additional information could
be provided to enable better performance. Also, there is a plenty other computing
areas where we can use the task approach – as, for example, in sparse computations,
machine learning, etc.
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