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Abstract. The quality of recommendations based on any class of recommender
systems may become poor if no or low quality data has been provided by users.
This is a situation known as Cold Start problem, which typically happens when
a new user registers to the system and no preference data is available for that user.
Trust-Aware Recommendation Systems can be considered as a solution for the cold
start problem. In these systems, the trust between users plays an import role for
making recommendations. However, most of the Trust-Aware RSs consider trust
as a context independent phenomenon which means if user a trusts user b to the
degree k then user a trusts user b to the degree k in all the concepts. However,
in reality, trust is context dependent and user a can trust user b in context X but
not in Y . Moreover, most of the trust-aware RSs do not consider an expertise
concept for users and all the users are considered as same in the recommendation
process. In this paper we proposed a novel approach for detecting expert users just
based on their ratings (unlike previous systems which consider the separate profile
and extra information for each user to find an expert). In this model a supervised
random walk is exploited to search the trust network for finding experts. Empirical
experiments on the Epinions dataset shows that EXTRA can outperform previous
models in terms of accuracy and coverage.
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1 INTRODUCTION

With the rapidly growing amount of information available on the Internet and avail-
ability of large amounts of data, finding the information that exactly matches the
user’s requirements is very difficult. This problem which is known as “Information
Overloading” has led to a system which can automatically select the most relevant
information and suggest them to users. These systems which are known as recom-
mender systems, find their way to E-Commerce; e.g. there are popular recommender
systems for movies1, books2, and so on.

The general task of a Recommender System (RS) is to find a list of items which
a user may like to find them in the future. Generally, there are two entities which
play the main roles in recommender systems, i.e. users and items. Each user can
rate a list of items. So, the input of a RS is a User-Item n×m matrix (n users and
m items). This matrix usually is very sparse and the main task of the recommender
system is to predict the rating for user u on a non-rated item i or to generally
recommend some items for the given user u based on the ratings that already exist.
In RS literature, the user u is called “active user” and the item i is called “target
item”.

One of the most popular and yet effective techniques which are used in recom-
mender systems is the Collaborative Filtering (CF) method [1]. In this method, the
system tries to find the same users with the same preferences and aggregate their
opinion for predicting the rating for the user u on an item i. The intuition behind
the CF is: people often get the best recommendation from someone with a similar
taste. Computing the similarity between users is the main bottleneck of this ap-
proach. To calculate the similarity of user i and j, most of the similarity functions
needs common items which are rated by both user i and j. However, since most
users cannot rate (and even are not interested in rating) many items, finding two
users with commonly rated items is not easy. Moreover, it is also very challenging to
calculate the similarity for users who are new to the system (i.e., cold start users),
as they have not rated a significant number of items and hence cannot be properly
linked with other similar users.

With the advent of social networks, the new techniques have emerged in recom-
mender systems which are called “trust-aware recommendation systems”. In these
systems, the inputs is a trust network (a social network which expresses how much
the members of the community trust each other) as well as the User-Item matrix.
The system uses information about users’ profiles and relationships between them
to predict the rating of the active user for the target item. In these systems, the
trust value between users is exploited instead of the similarity value. However, the
trust network is also very sparse and we need a mechanism to calculate the trust
value between two unconnected users.

1 http://www.netflix.com
2 http://www.amazon.com

http://www.netflix.com
http://www.amazon.com
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Many models have emerged so far for calculating the trust value between two
unconnected users and incorporating this value in the recommendation phase [2,
3, 4, 5]. The experimental results show that using trust-aware recommendation
systems does not significantly alter the accuracy of the system but improves its
coverage [2, 3, 6]. However, due to the complex nature of the trust, it is very
difficult to calculate the exact trust value between two arbitrary users. Moreover,
all the proposed methods for calculating the trust consider the trust as a context-
independent phenomenon. It means that if user a trusts user b to the degree k then
user a trusts user b to the degree k in all the concepts. However, in the real-world
scenarios trust is context dependent and user a can trust user b in concept X but
not in Y.

In this paper, we present a model for mining the trust network based on the
supervised random walk which, firstly, rectifies the need of calculating the exact
trust value between two users; secondly, considers the trust as a context-dependent
phenomenon; and thirdly, exploits the expertise of the users to calculate the rec-
ommendation. In most of the previous methods, which have been introduced for
finding experts in social networks [7, 8, 9], each user has his/her own profile and
system; by comparing the profiles (usually by using text-mining techniques) he/she
is able to find experts in the context X. In this paper, we propose a new method
for finding experts without the need of any metadata for users, and just based on
users ratings.

The rest of the paper is organized as follows. We begin our discussion by re-
viewing the related work in Section 2. Section 3 describes the problem statements.
We discuss the details of our proposed model in Section 4. In Section 5 we introduce
some properties of our model. The results of an empirical analysis are presented in
Section 6 and in Section 7 we conclude the paper and introduce some directions for
future research.

2 RELATED WORK

In this section, several major approaches for recommender systems, especially for
collaborative filtering and trust-aware recommendation systems, will be reviewed.
Two types of collaborative filtering approaches are widely studied: model-based [10,
11] and memory-based [2, 3, 5, 12]. In the model-based approaches, the system tries
to learn a model which captures the rating behavior of users. Examples of model-
based approaches include the clustering model [13], aspect models [14, 15, 16] and
the latent factor model [17]. In the model-based approaches, training datasets are
used to train a model. Although the training phase in this approach is very time
consuming, it can be performed as an offline preprocess. In these systems, the
prediction phase is very fast.

Unlike model-based systems, no learning phase exists in the memory-based sys-
tems. The most analyzed examples of memory-based collaborative filtering include
user-based approaches [18, 19, 20, 13] and item-based approaches [21, 22, 12]. User-
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based approaches predict the ratings of active users based on the ratings of similar
users, and item-based approaches predict the ratings of active users based on the
computed information of items similar to those chosen by the active user. In the
memory-based approach, the system stores the entire User-Item matrix in the mem-
ory and tries to use it for prediction phase. In these systems, there is no learning
phase but the prediction phase is very time-consuming.

Trust metrics could primarily be divided into ones with a global and ones with
a local scope. Global trust metrics can take into account all users and trust rela-
tionships between them when computing a trust estimation. Examples can be found
in [23, 24, 25] which borrow their ideas from the renowned PageRank algorithm [26].
However, the local trust metric only relies on a part of the trust network, hence tak-
ing into account the personal bias. The intuition behind the local trust metrics is
that user a may trusts user b but user c may not trust user b [27, 28].

[3] deduced some form of trust graph properties from real networks and proposed
an algorithm that has been called TidalTrust [3]. TidalTrust is a modified breadth-
first search and looks at the trust values along paths connecting two users. Basically,
it tries to find all the raters which are in the shortest path from the source user.
Finally returns the aggregated rating of users weighted by the trust value. For
calculating the trust value, the source user a asks from its neighbors about the trust
value of the user b and finally aggregates responses, weighted by trust values of itself
and its direct neighbors.

Massa in [2] introduced MoleTrust. The idea used in the MoleTrust algorithm
is similar to the TidalTrust algorithm. MoleTrust also uses breadth-first search.
However, it considers maximum-depth for the algorithm and just considers all raters
up to a given threshold. The trust value from the source user a to the sink user b is
the aggregation of trust values between a and users directly connected to b weighted
by the trust values [6]. Figure 1 explains the differences between these two methods.

a n . . . m b

TidalTrust: Trust(a,b) = Trust(a,n)× Trust(n,b)

MoleTrust: Trust(a,b) = Trust(a,m)× Trust(m,b)

Figure 1. A trust network between user a and b and difference between Tidal Trust and
Mole Trust

TrustWalker model has been introduced in [6] as a random walk method to
combine the trust-aware approach and the item-based CF approach for predicting
the rating of a single item. TrustWalker considers not only the ratings of the target
item but also similar items. Research by Jamli et al. [6] proved that TrustWalker
outperforms both TidalTrust and MoleTrust models which were introduced before.

More information about the trust-aware recommender systems can be found
in [32, 33, 34].
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3 PROBLEM STATEMENT

In this section we will formalize the recommendation problem. Typically in a rec-
ommendation system there is a set of users U = {u1, . . . , uN} and a set of items
I = {I1, . . . , IM}. Each user can rate a subset of I. This subset is denoted by
RIu = {ru, i1 , . . . , ru, ik}. RI can be null (something that occurs in many datasets).
The rating of the user u on the item i is denoted by ru, i. The ru, i can be classified as
unary (like), binary (thumbs up/down) or often a scalar range of [m,M]. Usually m
represents that the user is completely unsatisfied with the item, and M represents
that the user is completely satisfied with the item. Also, in a trust-aware system,
there is a trust network among users. We show this network by TN . ta,b denotes
the trust value between users a and b. In binary trust networks (such as Amazon,
Epinion and eBay), ta,b can be [0, 1]. Zero means no trust and one means full trust.
We define Na = {b ∈ U |ta,b = 1} where Na denotes the set of users directly trusted
by a and being neighbors of a. The trust network will currently be outlined as
a graph G = 〈V,E〉 where V represents the users and E = {(a, b)|a ∈ V&b ∈ Na}
represents the edges. Each node corresponds to a user and each edge corresponds
to a trust statement.

The recommender system is responsible for predicting the rating of an active user
u ∈ U on the target item i ∈ I. The predicted rating is denoted by Pu,i. Traditional
collaborative filtering systems use similar users ratings for obtaining Pu,i. These
systems use a similarity function such as Pearson Correlation, Cosine or Adjusted
Cosine for finding similar users. However, as mentioned in Section 1, if two users do
not have any rated items in common, the system will fail to calculate the similarity
value.

In some of the trust-aware recommender systems techniques, there is no need
for calculating the similarity between two users (as the trust value is used instead of
the similarity value). Equations (1) and (2) show the difference between these two
approaches:

Pu,i =

∑K
v∈U,i∈RIv

sim(u, v)× rv,i∑K
v∈U,i∈RIv

|sim(u, v)|
, (1)

Pu,i =

∑K
v∈U,i∈RIv

tu,v × rv,i∑K
v∈U,i∈RIv

|tu,v|
. (2)

Here, sim(u, v) is the degree of similarity between user u and v and tu,v is the
degree of trust between two users. Trust-aware recommender systems have adequate
performance due to two important principles of sociology. These principles are
Selection and Social Influence effect. The selection means that people prefer to
relate to people with similar preferences, and the social influence means that related
people in a social network influence each other to become more similar [29, 6].

Various experiments show that using the trust network for recommendation does
not improve the accuracy but it can dramatically increase the coverage. Coverage
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is the percentage of 〈u; i〉 pairs which system can compute Pu,i for that. Moreover,
using the trust network protects the system against attacks like fake profiles due to
faked profiles are not being trusted.

4 EXTRA MODEL

The main issues with the current trust-aware systems are:

• Need of having an accurate model to calculate the trust value between two
arbitrary users u and v (tu,v).

• Unable to capture the real world scenarios due to considering the trust as
a context-independent phenomenon.

Moreover, another challenge is to decide how far to go in exploring the trust network.
The further we go, the more likely to find raters, but the less trustworthy their ratings
become. The random walk model which has been introduced in the [6] can prepare
a good trade-off between the precision and the coverage. Although the random walk
which we use in EXTRA is identical to the random walk which has been introduced
in [6], however, our random walk model differs from that in two ways. First, our
random walk is supervised while [6] uses an ordinary one. Second, the stopping
criteria of our random walk is different from [6]. The main motivation for proposing
this model is that all the trusted users cannot necessarily produce a dependable
opinion about the target item i, and the reliability of an opinion must be evaluated
based on how much a user u is expert in the field of item i. Based on this fact, the
expert user’s opinion must be weighted much more than an ordinary user. In this
paper, we proposed a new method for finding how much a user u is expert in the
item i, solely based on the user u ratings.

To recommend a rating for an active user u0 on the target item i, we perform
random walks on the trust network and select one of the direct neighbors of u0(v).
It must be noted that the probability of selecting each neighbor is different from
another and this probability depends on the level of expertise of each neighbor in
the item i. The details of how much a user is expert will be discussed later in this
section. Each random walk returns a value. We perform several random walks, and
the aggregation of all values, returned by different random walks, are considered as
the predicted rating Pu,i.

4.1 Who Is Expert?

Most of the models which exploit expertise concept, consider a profile for their
users [7, 8, 9]. This profile encompasses the abilities and interests of each user.
When the system is faced with a question (query), it tries to find a user with the
highest level of expertise in the question by using text mining techniques (most of
the profiles are in the text format) [9]. Also, in [7] authors considered some specific
fields and users must promulgate their level of expertise with respect to any of the
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fields to the system. Then the entered question is converted to a field vector by the
system and comparison of the question vector and the user vector will reveal who is
an expert about the question.

To the best of our knowledge there is no system which uses just ratings for defin-
ing expertise and finding experts. The authors in [30] showed that there is a relation
between the rating similarity and the content similarity. They used MovieLens3

(1 M) dataset and exploited Wikipedia website for extracting the content of each
movie in this dataset. Experimental results showed that the correlation between the
content of items and item ratings is 14 %. This statement can be interpreted in the
following way:

If two products have the same rating pattern then their content will be the
same with probability of 0.14.

We use this fact to define expertise and present the following definitions:

1. A user is expert in an item i, if he/she rates this item or rates large number of
similar products to the item i.

2. A user is expert in an item i, if he/she rates this item or rates a very similar
item to the item i.

We consider a user as a fully expert user on an item i if he/she rates item i. The
reason is in trust-aware recommender systems, for predicting Pu,i the system looks
for users who rate the item i in the trust network. For modeling these definitions
we need a function to calculate the similarity of 2 items. In this paper, the Pearson
Correlation function is used for calculating the similarity between two items:

corr(i, j) =

∑
u∈CUi,j

(ru,i − µu)(ru,j − µu)√∑
u∈CUi,j

(ru,i − µu)2
√∑

u∈CUi,j
(ru,j − µu)2

. (3)

CUi,j is the set of common users who have rated both items i and j, and µu denotes
the average of ratings expressed by u. corr(i, j) denotes the correlation of items
i, j. Values of this function are in the range [−1, 1]. Based on the results of [30],
if two items have a Pearson correlation to the degree p, then with the probability
0.14×p their contents will be the same. Obviously this value is very small, however,
our experiments show that exploiting this small value increases the accuracy and
coverage of recommender systems. We should note that, if p is a positive number,
then 0.14 × p will present how similar are two items and, on the contrary, if p is
a negative number, then the 0.14 × |p| will present how dissimilar are two items.
Now we can formally define the expertise concept.

Definition 1. Considering the number of items which have been rated by user u
and have positive correlation with the target item i as expertise of user u in the
item i.

3 http://grouplens.org/datasets/movielens/

http://grouplens.org/datasets/movielens/
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ψ(u, i) =

{
1, if ru,i 6= ∅,

|{j∈RIu|Corr(i,j)>0}|∑
∀v∈Nu

|{j∈RIv |Corr(i,j)>0}| , O.W.
(4)

In this equation ψ(u, i) denotes the expertise of user u in the item i and RIu denotes
all the items which have been rated by u.

Definition 2. Considering the maximum similarity of items which have been rated
by user u and the target item i as the expertise of user u in the item i.

ψ(u, i) =

{
1, if ru,i 6= ∅,
max Corr(i, j) : ∀j ∈ RIu, O.W.

(5)

The values of Definition 2 are in the range [0, 1], but the values of Definition 1 must
be normalized to be usable as a probability for the random walk.

4.2 Random Walk

In this section we describe one step of a random walk and show how the probability
of each edge is calculated. Although the trust network which is used in this paper
is a binary network, but we exploit a supervised random walk where the probability
of each edge is different from another.

We perform the random walk from the source user u0 (line 3 of Figure 2). At
first step, we have to select one of the directly trusted neighbors of u0 (line 6 of
Figure 2). But first, the probability of edges must be calculated (line 5 of Figure 2).
In this model, instead of selecting neighbors uniformly, we assign the expertise of
each neighbor in item i as the edge probabilities. This makes it possible to visit
the experts in item i more than other users. We define Su as a random variable for
selecting a user v from Nu:

p(Su = v) =
ψ(v, i)∑

w∈Nu
ψ(v, i)

. (6)

Here, Nu is the set of all the neighbors of u and ψ(u, i) denotes the expertise of user
u in the item i.

Let us assume the user u is selected. If u already has the rating on the target
item i (u is fully expert in the item i), then we stop the process and return ru,i as
a result (lines 7–9 of Figure 2). However, if u does not have a rating on i, then we
have two options:

• With probability α stop the random walk and return the weighted mean of
ratings of items which are rated by u (lines 12–14 of Figure 2).

• With probability 1 − α continue the random walk and select one of the direct
neighbors of u (lines 16–17 of Figure 2).
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α is the probability of stopping the random walk at the node u. As mentioned
earlier, by going far from the active user, the data will be less trustworthy. Thus the
number of random walk steps (k) must be involved in the calculation of α to avoid
and penalize long random walks. Sigmoid function can satisfy this constraint [6].
This function gives values 1 for big values of k, and 0 for small values of k. Thus, α
is defined by Equation (7):

α = ψ(u, i)× 1

1 + e−k
. (7)

As each edge has a probability, there is a chance for a single random walk to continue
forever. Therefore, we consider a threshold for going far from the active user (line
16 of Figure 2). We set this threshold to 6 based on the idea of “six-degrees of
separation” [6, 31] and terminate the random walk when k > 6.

4.3 Termination Condition

Due to the probabilistic nature of a Random Walk (RW), the result of one RW
cannot be accurate. Several random walks must be performed to produce a more
reliable prediction. In this model, we use the TrustWalker termination condition
model which uses the variances of obtained result of several random walks to stop
the overall algorithm. As stated in [6], the variance of the results of all the random
walks is used as follows:

σ2 =

∑T
i=1 (ri − µ)2

T
. (8)

Here, ri is the result of ith random walk, and µ denotes the average of the ratings
returned by random walks. T is the number of random walks which is performed to
compute the prediction. Since ratings are in a finite range of [1, 5], it has been proved
in [6] that σ2 converges to a constant value. Moreover, σi

2 is defined as the variance
of the results of the first i random walks. So EXTRA terminates if |σi+1

2 − σ2
i | ≤ ε

(line 4 of Figure 2). In this algorithm, we consider the threshold of 100 for the
maximum number of unsuccessful random walks, and after that, we consider the
pair 〈user, item〉 as non-covered [6] (lines 18–19 of Figure 2). The quality of the
output depends on the value of ε. The smaller ε the more accurate results. But we
should note that by setting ε to small values, the running time of the algorithm will
be increased. Thus, we set ε = 0.001 for the termination condition (the reason will
be explained in Section 6). The complete algorithm of the EXTRA model can be
studied in Figure 2.

5 PROPERTIES OF EXTRA MODEL

The EXTRA model (same as TrustWalker) has the potential to be converted to the
previous models and this shows the generality of this model. If α = 1 for all u ∈ U ,
then our random walk will never start, and it will return weighted average of the
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1: Initial σ2, ε, Max Steps
2: for All U ∈ Users do
3: Active User = U;
4: while σ2 > ε do
5: Assign a value to edges base on users expertise;
6: S = Select one of the Active User neighbors (S ∈ NActiveUser);
7: if S has a rating for target item then
8: Return the rating value;
9: end if

10: Calculate α by Equation (7);
11: R = Random Number;
12: if R< α then
13: SI = weighted-mean of S’ ratings list;
14: Return SI;
15: else
16: if Steps < Max Steps then
17: Continue the Random Walk;
18: else
19: Return “Cannot cover”;
20: end if
21: end if
22: Calculate σ2;
23: end while
24: end for

Figure 2. The EXTRA algorithm

ratings on items in RIu0 . This is the same as the result of Item-based collaborative
filtering proposed in [12].

On the other hand, if we consider that the expertise of all users is equal (∀u, v ∈
U , ψ(u, i) = ψ(v, i)) and change the termination condition as α = 1 if ru,i 6= ∅,
then all random walks will continue until they have found a rating for the exact
target item i. These changes will convert the EXTRA to existing methods which
are explained in [3, 2].

Moreover, if we consider that the expertise of all users is equal (∀u, v ∈ U ,
ψ(u, i) = ψ(v, i)) and change the termination condition as using maximum similarity

instead of ψ
(
α = max sim(i, j)× 1

1+e−
k
2

)
, then the EXTRA will be converted to the

TrustWalker model [6].

6 EXPERIMENTS

In this section the result of our experiments is reported. In our experiments the
EXTRA algorithm is compared against some trust-aware methods such as Trust-
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Walker [6] and pure random walk and some fundamental similarity based recom-
mendation methods such as User-Based Collaborative Filtering [1] and Item-Based
Collaborative Filtering [12].

6.1 Dataset Description and Experimental Design

Most of the datasets in the recommender system have no social network among users.
We choose Epinions4 as the data source for our experiments which has both a trust
network and ratings expressed by users. Epinions.com is a consumers opinion site
where users can review items and also assign numeric ratings in the range of [1–5].
Every member of Epinions maintains a “trust” list which presents a network of trust
relationships between users, and a “block (distrust)” list which presents a network of
distrust relationships. Inserting a user in the Web of Trust equals to issuing a trust
statement with value 1 while inserting a user in the Block List equals to issuing
a trust statement of value 0.

The dataset used in our experiments consists of 49 290 users who rated a total
number of 139 738 different items at least once. The total number of reviews is
664 824. The total number of issued trust statements is 487 181. The rating matrix
sparsity is 99.99135 %. In this dataset 52.82 % of users are cold start users (users with
less than 5 ratings (same as [22]) which is a huge portion of users. So, considering
the performance of recommendation for cold start users is very important. Table 1
shows the details of this dataset. Figure 3 shows the rating distribution over users
in Epinion dataset. It is notable that 5 is the dominated rating in this dataset.

Number of users 49 290

Number of items 139 738

Number of trust statements 487 181

Number of reviews 664 824

Average number of out-degree 9.8768

Average number of item each user rate 13.4883

Number of users who do not have any neighbor 15 347

Number of users who rate less than 5 items 26 037

Table 1. Epinions dataset features

The main parameters of the EXTRA algorithm are the number of steps for
random walks and the ε. Based on Milgram experiment [31], we set 6 for the
longest random walks. However, choosing the ε is an important part in the EXTRA
algorithm. The smaller ε we choose, the higher precision we achieve, but the time
complexity increases dramatically. So, different values of ε were tested with EXTRA-
Num (all the values have been normalized to [0, 1]). We considered the number of
steps as 2. Based on Table 2 and Figure 4, we set ε = 0.01, because in this case the

Precision
T imeComplexity

is maximal.

4 http://www.trustlet.org/wiki/Downloaded_Epinions_dataset

http://www.trustlet.org/wiki/Downloaded_Epinions_dataset
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Figure 3. Rating distribution of Epinions dataset

ε 100 10 1 0.1 0.01 0.001

Precision 0.60 0.61 0.62 0.70 0.75 0.76

Time(Sec) 25 002 25 920 27 012 30 121 30 310 41 002
Precision
Time 2.42× 10−5 2.35× 10−5 2.31× 10−5 2.32× 10−5 2.47× 10−5 1.85× 10−5

Precision
Time 0.90 0.79 0.71 0.75 1 0

(Normalized)

Table 2. Results for different values of ε

We implemented all methods in MATLAB 7.10. We used an Intel Core i5
2.4 GHz CPU with 4 GB RAM to run our experiments on a Windows 7 system.

In this article we will review the results of the various models as follows:

TrustWalker Model: This method is a random walk method based on the trust
and the item similarity [6].

Random Walk (pure): This method is an extension of TrustWalker which stops
the random walks whenever finds a user with rated target item.

User-Based Collaborative Filtering: This method is the classic user-based col-
laborative filtering method, which makes prediction based on the user similar-
ity [1].

Item-Based Collaborative Filtering: This method is the classic item-based col-
laborative filtering method, which makes prediction based on the item similar-
ity [12].
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EXTRA-Num: This method in the proposed model which uses Definition 1 for
the calculation of user expertise.

EXTRA-Max: This method in the proposed model which uses Definition 2 for the
calculation of user expertise.

Figure 4. Results for different values of the ε

6.2 Accuracy Metrics

We use one-leave-out method to evaluate the recommender system. In this tech-
nique, one of the ratings has been masked and the system ties to predict it using
the trust network [3, 2, 12]. Finally calculated value and the masked value are com-
pared. For measuring the prediction quality we use the Root Mean Squared Error
(RMSE) metric.

RMSE =

√∑
(u,i) (ru,i − Pu,i)

2

N
(9)

where ru,i denotes the rating of the user u on an item i, Pu,i denotes the rating of
the user u on an item i as predicted by the system, and N denotes the number of
pairs (u, i) which u has a rating on i. The smaller the value of RMSE, the more
precise the recommendation is.

Another important measure is the coverage. We define a coverage metric to
measure the percentage of pairs of (user,item) for which system can predict a rating.

To have a single evaluation metric and be able to compare the results with the
previous models, we can combine RMSE and coverage. F-score can be used for this
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purpose. However, first, RMSE should be converted to a precision in the range of
[0, 1]. As the values of ratings are in the range of [1–5], we define the precision as
follows:

Precision = 1− RMSE

max error
(10)

where max error is 5− 1 = 4. We define F-score as follows:

F-score =
2× Precision × Coverage

Precision + Coverage
. (11)

6.3 Results

In this section, we summarize and discuss the most important results of the presented
experiments. Since more than half of the users are cold start users, considering the
performance of the recommendation for cold start users is very important. Table 3
shows the RMSE, Coverage, and F-score for cold start users. We consider the
maximum step of the random walk to 6 for all the algorithms. It should be mentioned
that because of the probabilistic nature of the random walk, all the methods which
exploited random walk were performed 5 times and an average of the results has
been reported. Another point is, as the EXTRA algorithm is a greedy method which
works locally and helps random walks to choose the best option for the next step,
we set ψ(u, i) = ε in case ψ(u, i) = 0, in order to give a chance to non-expert users
to be selected and help EXTRA to escape from the local optimums.

As shown in Table 3, the proposed EXTRA model outperforms other methods
according to each three criteria for the cold start users.

Notice that most of the methods which exploit trust network outperform basic
methods according to RMSE and coverage. Random Walk (pure) is the only method
that has lower coverage than others. Because it tries to find a user who has a rating
for the target item, and as it just considers limited steps, finding a user with rated
target item is not easy. Among all these methods (except EXTRA) TrustWalker
has better RMSE and better coverage. The EXTRA-Num model outperforms Trust-
Walker by exploiting supervised random walk and considering the rating of expert
users. Figures 5 to 8 compare the results of different methods according to the
RMSE by considering the step of random walks.

As shown in Figures 5 to 8, there is no significant change in the RMSE after
step 2 in the models which use the trust network. It indicates that considering the
friends and a friend of friends is enough for the recommendation process and there is
no need to consider further users. Considering more users not only does not change
the RMSE, it also increases the running time of the system.

The results for all users are shown in Table 4. We observe the similar relative
performance of all methods as for cold start users. It should be noted that all
methods perform significantly better over all users since there is more information
available than cold start users. EXTRA-Num outperforms all other methods in
terms of RMSE, Coverage, and F-score.
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Figure 5. Comparison of RMSE for different methods on cold start users

Model RMSE Coverage F-score

CF Pearson 1.51158 21.79916 0.32285

Random Walk (pure) 1.41527 17.25901 0.27242

Item-based CF 1.52669 28.17851 0.38714

TrustWalker 1.23438 68.62673 0.68883

EXTRA-Num 1.18678 74.76602 0.7248

EXTRA-Max 1.26438 74.21729 0.71185

Table 3. Results for cold start users

The results show that EXTRA-Num can better capture the expertise concept
than EXTRA-Max. That is due to the fact that in Definition 2 we consider the
maximum similarity of items as the user’s expertise, however, imagine there is a user
who rates 100 items which 99 of them have a negative correlation with target item
but 1 has correlation 1. So, based on Definition 2, we consider this user as a fully
expert user in item i, while it is not true.

In summary, EXTRA substantially not only improves the coverage of exist-
ing trust-aware approaches, it also improves the precision. This improvement is
achieved by considering ratings of users which are expert in the target item, because
ratings which are expressed by experts are more reliable than ratings expressed
by ordinary users. For example, EXTRA-Num’s RMSE is 1.18678 for cold start
users while TrustWalker approaches have RMSE of 1.23438. Also, in the case of all
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Figure 6. Comparison of Coverage for different methods on cold start users

Figure 7. Comparison of F-score for different methods on cold start users
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Figure 8. Comparison of RMSE for different methods on all users

Model RMSE Coverage F-score

CF Pearson 1.36135 71.03196 0.68405

Random Walk (pure) 1.24128 60.3375 0.64365

Item-based CF 1.2762 70.0998 0.69083

TrustWalker 1.10822 92.8000 0.81274

EXTRA-Num 1.0193 94.76837 0.83432

EXTRA-Max 1.12837 94.76752 0.81694

Table 4. Results for all users

users, EXTRA-Num’s RMSE is 1.0193 while TrustWalker approaches have RMSE
of 1.10822. The 9 % RMSE reductions is an evidence for the significant improvement
of accuracy of the trust-aware recommender systems.

7 CONCLUSIONS

In this paper, we presented a new approach for enhancing trust-aware recommender
systems by exploiting expert users. We introduced a mechanism for finding experts
just based on the ratings they make on items and consider just these users for
prediction in the recommendation process.

The evaluation on the Epinions dataset showed that EXTRA outperforms both
basic and pure trust-aware methods especially in terms of RMSE and coverage.
Also, we showed that considering the friends and friends of a friend is adequate
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Figure 9. Comparison of Coverage for different methods on all users

Figure 10. Comparison of F-score for different methods on all users
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in trust-aware recommender systems and there is no need to go deeper into trust
networks.

There are various ways to extend the EXTRA method for future works. This
method can be evaluated against other datasets such as Flixter5 with different prop-
erties. Flixster is a social networking service in which users can rate movies and cre-
ate a social network. It is bigger and denser than the Epinions dataset. Moreover,
defining expertise in a way that properly captures the context of expertise in real-
world scenarios is another future work. In this paper, we assumed that the ratings
are stored in a centralized repository. So, we could easily calculate the similarity
between the two items for finding expert users. However, decentralized applications
can have multiple repositories. So calculating the similarity of items in distributed
repositories is another future work.
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