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Abstract. We have considered implementation of parallel test pattern generator
based on a linear feedback shift register (LFSR) with multiple outputs used as
a building block in built-in-self-test (BIST) design within SoC. The proposed de-
sign can drive several circuits under test (CUT) simultaneously. The mathematical
procedure for concurrent pseudo random number (PRN) generation is described.
We have implemented LFSRs that generate two and three PRNs in FPGA and
ASIC technology. The design was tested at the operating frequency of 400 MHz.
Performance which relate to silicon area, dynamic power consumption and speed
of operation were estimated. Synopsis Design Compiler and IHP’s 130 nm CMOS
ASIC design kit were used for synthesis, routing and mapping of LFSR design. To-
tal silicon area of the LFSR with three parallel outputs and polynomial of degree 32,
is 0.012 mm2, and dynamic power consumption is less than 1.3 mW. Obtained re-
sults indicate that the area overhead and power consumption are small enough and
proportional to the degree of feedback polynomial.
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1 INTRODUCTION

Random numbers (RNs) arise in various computer applications. Among these are
Monte Carlo simulations, modeling random processes in nature, data encryption,
electronic circuit testing, games during interaction with user, etc. RNs can be gen-
erated by using software algorithms that involve complex mathematical operations
and relatively slow RN sequences generation, and by using hardware which can im-
plement less complex methods but fast RNs generation [1, 2]. Nowadays, complex
VLSI CMOS ICs run in the range from several hundreds MHz up to several GHz.
Therefore the implementation of low-price, high-speed and simple RN generators
(RNGs), as building blocks for testing VLSI ICs, becomes an ultimate design goal.
The RNG, as an electronic device, is designed to generate a sequence of numbers
that lacks any pattern. But in practice, it is very difficult or almost impossible,
to generate a series of logical steps that produce numbers that do not follow some
definite sequence. These RNs are called pseudo random numbers (PRNs).

There are two different hardware implementations of pseudo random number
generators (PRNGs) that are widely used for logic built-in-self-test (BIST) appli-
cations [3]. The first one is based on usage of linear feedback shift register, LFSR.
Pseudorandom behavior of LFSR reduces the correlation among test vectors which
means that it can achieve high fault coverage in a relatively short run of test vec-
tors. Furthermore, LFSR structure is simple, suitable for implementation as IP core
within a complex VLSI ICs, and therefore is most commonly used to generate test
patterns or test sequences [4, 5, 6, 13]. The second design uses cellular automata,
CA. The CA based PRNGs are more complex devices but provide patterns that
look more random [1, 3]. The CA are very similar to the LFSRs except that the
registers in CA have a logical relationship only with their neighbors. This increases
randomness in the pattern generated. However, LFSR is more popular for imple-
mentation of both test pattern generator and output response analyzer, because of
its compact and simple structure.

Today’s complex system-on-chip (SoC) designs and test are confronted with
several problems, especially high-speed testing, low-power consumption and recon-
figurability. There are numerous papers in the literature analyzing the problem
of reducing power consumption in BIST architectures composed of LFRS-based cir-
cuits connected to a combinatorial CUT [12, 13, 14]. The main ideas of these papers
are to provide test vectors by BIST logic which can reduce the switching activity
during test operation [13, 14], and to use LFSR with the smaller number of XOR
gates [12].
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A reconfigurable LFSR is defined as a single LFSR that is capable of operating
with more than one fundamental compression polynomial [15, 16, 17]. In general, re-
configurable devices introduce the flexibility for adaptation provided at software level
to the hardware level. Dynamically reconfigurable LFSRs are preferable design so-
lutions for software defined radio [15], portable telecommunication systems [16], and
fault-tolerant systems [17]. However, reconfigurable LFSR requires a large amount
of silicon area for implementation purposes, about twice the original LFSR.

High throughput is another design challenge related to LFSR circuit, especially
in case when CUTs within the integrated circuit should be tested at high-speed [18,
19, 20]. Almost all designs [18, 19, 20] deal with determining trade-offs among speed,
hardware requirement, and flexibility (reconfiguration) of LFSR circuits.

Depending on the way how the LFSR’s output pattern is generated we dis-
tinguish two common LFSR architectures [18, 21, 14, 1]. Design solutions pre-
sented in [18, 21] are characterized with serial output per state, and are mainly used
in telecommunications [18] and boundary scan testing [21]. Solutions presented
in [14] and [1] are characterized with parallel outputs per state and are standardly
used for synthesis of PRN generators within BIST systems. Both of the afore-
mentioned architectures [18, 21, 14, 1] generate the test sequences in a sequential
manner. Namely, at each cycle the output bit of each flip-flop (FF as constituent
of LFSR) is shifted sequentially to the input of the next FF. Simultaneously, the
outputs that influence the inputs, called taps, are used for XOR functions in the
feedback loop. The main drawback of these architectures is that all FFs change
their states and are active at each clock cycle. As a consequence, the instanta-
neous power consumption is high. Here we are interested about LFSR synthesis
with parallel outputs but capable to produce multiple consecutive outputs of a test
sequence per state. During the last twenty years several such architectures were
reported [7, 8, 9]. In [7] a parallel LFSR with a single output per state intended
for low-power applications is proposed. In this architecture only one FF is active
in every clock, resulting in a significant power-reduction. Complicated switches
control logic and inability to produce full-length distinct random patterns are dis-
advantages of this architecture. In [8] a parallel structure with a single output per
state but using polynomials with two coefficients, having a format 1 + xn/2 + xn,
is proposed. This architecture characterizes reduced number of switches in respect
to [7]. Both single output per state parallel LFSR architectures described in [7]
and [8] are suitable for realization of LFSR implemented in scan BIST but not
for parallel LFSR with multiple outputs per single state as we meet in parallel
BIST designs. Multiple output parallel architecture for a polynomial of the form
1 + xk1 + xk2 + . . . + xn used to obtain k1 outputs in k1 clock cycle is proposed
in [9].

In this paper we have presented parallel PRNG with multiple outputs based on
LFSR of Fibonacci and Galois type, which is used to drive several IP cores within
a SoC (System on Chip) during single clock cycle simultaneously. The crucial novelty
of our design deals with involving a combination of pipelining and parallelism in
LFSR operation. Thanks to selecting of such control and processing strategy the
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proposed design characterizes a high system throughput, low power consumption,
low area overhead and reconfigurability.

2 STANDARD LFSR GENERATORS

A linear Feedback Shift Register (LFSR) is a shift register where the input state
is a linear function of its previous state. Typical components of an LFSR are D
flip-flops and XOR gates. By using feedback, LFSR modifies itself on each rising
edge of the clock. The L-bit initial value of LFSR is called seed, where L is called
its length, and the bit position that affects next state is called a tap.

Depending on whether the XOR gates appear in the feedback path, LFSRs are
met in two different types: Fibonacci, referred to as type 1, and Galois, referred to
as type 2.

The type 1 configuration (also known as external-XOR LFSR) consists of a sim-
ple shift register in which a binary-weighted modulo-2 sum of taps is fed back to the
input (see Figure 1). The type 2 implementation (alternatively called internal-XOR
LFSR) consists of a shift register, the contents of which are modified at every step
by a binary-weighted value of the output stage (see Figure 2).
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Figure 1. Type 1 implementation of LFSR
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Codes generated by any of the two aforementioned types of LFSRs are actually
pseudo-random sequences because the sequence, known as the period of the PRNG,
repeats after a certain number of clock cycles. Once it reaches its final state, it will
traverse the sequence exactly as before.

With the aim to increase the throughput of the LFSR generator, we propose
a LFSR that generates k, k > 1, consecutive pseudo-random sequences in parallel.

3 MATHEMATICAL BACKGROUND

Let
Pn(x) = c0x

0 + c1x
1 + . . .+ ck−1x

k−1 + ckx
k + . . .+ cnxn (1)

be a feedback polynomial of degree n. The polynomial (1) has the following property

c0 = cn = 1, ci = {0, 1}.

In order to generate pseudo random number sequence of length n, polynomial (1)
has to be a primitive one (see for example [6, 7]). Let

~Q(0) =
[
q
(0)
1 q

(0)
2 . . . q(0)n

]T
be a vector that corresponds to the initial state of the LFSR (of Fibonacci or Galois
type) characterized by the polynomial (1). The next state of the LFSR can be
obtained from

~Q(1) = A⊕ ~Q(0)

where

A =


c1 c2 . . . cn−1 1
1 0 . . . 0 0
...
0 0 . . . 1 0


is an n×n matrix joined with polynomial (1), and

⊕
a logical exclusive-or operation,

for the LFSR of type 1.
For the LFSR of type 2, matrix A has the following form

A =



0 0 . . . 0 c0
1 0 . . . 0 c1
0 1 . . . 0 c2
...

...
...

...
0 0 . . . 1 cn−1

 .

In general, ith state of the LFSR as a function of the initial state can be obtained
according to

~Q(i) = Ai ⊕ ~Q(0), where Ai = A⊕ Ai−1, i = 1, . . . , n. (2)
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We will explain our idea on the example of the polynomial

P5(x) = 1 + x3 + x5 (3)

for the LFSR of both type 1 and type 2.

3.1 Concurrent Pseudo Random Number Sequences Generation

In the case of type 1 LFSR, matrix that corresponds to polynomial (3) is

A =


0 0 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0


Let ~Q(0) =

[
q
(0)
1 q

(0)
2 q

(0)
3 q

(0)
4 q

(0)
5

]T
be the initial state of the LFSR charac-

terized by (3). Based on (2), the next three states can be obtained as

~Q(1) = A⊕ ~Q(0) =


0 0 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0

⊕

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1
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2

q
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q
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4

q
(0)
5
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

q
(0)
3 ⊕ q

(0)
5

q
(0)
1

q
(0)
2

q
(0)
3

q
(0)
4
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

~Q(2) = A2 ⊕ ~Q(0) =


0 0 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0



2

⊕



q
(0)
1

q
(0)
2

q
(0)
3

q
(0)
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q
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5

 =
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q
(0)
2 ⊕ q

(0)
4

q
(0)
3 ⊕ q
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5

q
(0)
1

q
(0)
2

q
(0)
3

 =
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q
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1
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2

q
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q
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q
(2)
5



~Q(3) = A3 ⊕ ~Q(0) =


0 0 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0



3

⊕



q
(0)
1

q
(0)
2

q
(0)
3

q
(0)
4

q
(0)
5

 =



q
(0)
1 ⊕ q

(0)
3

q
(0)
2 ⊕ q

(0)
4

q
(0)
3 ⊕ q

(0)
5

q
(0)
2

q
(0)
3

 =



q
(3)
1

q
(3)
2

q
(3)
3

q
(3)
4

q
(3)
5


As we can see the complexity of computing three consecutive states of the LFRS

in terms of the initial state Q(0) is equal, i.e. at most one XOR operation is used

to determine the value of the element q
(i)
j , j = 1, . . . , 5 and i = 1, 2, 3. However,

determining ~Q(4) requires two XOR operations for computing element q
(4)
1 , leading

to computational imbalance, i.e.
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~Q(4) = A4 ⊕ ~Q(0) =


0 0 1 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0



4

⊕
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

=



q
(0)
3 ⊕ q

(0)
5 ⊕ q

(0)
2

q
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1 ⊕ q

(0)
3

q
(0)
2 ⊕ q

(0)
4

q
(0)
3 ⊕ q

(0)
5

q
(0)
1
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

q
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q
(4)
2

q
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q
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q
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5



This means that when the coefficients c1, c2, . . . = ck−1 of the polynomial (1) are
equal to zero, k consecutive sequences can be computed with the same computational
complexity.

For LFSR of type 2 the matrix that corresponds to polynomial (3) is

A =


0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 1
0 0 0 1 0



The next three states can be obtained according to the following

~Q(1) = A⊕ ~Q(0) =


0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 1
0 0 0 1 0
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q
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4
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~Q(2) = A2 ⊕ ~Q(0) =


0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 1
0 0 0 1 0
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~Q(3) = A3 ⊕ ~Q(0) =


0 0 0 0 1
1 0 0 0 0
0 1 0 0 0
0 0 1 0 1
0 0 0 1 0


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
As we can see, in the case of type 2 LFSR, the computation of the third state

is more complex than the computation of the first two states since it requires two

XOR operations to compute the element q
(3)
4 . In general, the number of consecutive

vectors ~Q(i) with the same computational complexity depends of the chosen feedback
polynomial.

4 IMPLEMENTATION OF PARALLEL MULTIPLE OUTPUT LFSRS

In this paper, based on the mathematical model described in the previous section,
for the polynomial (1), we show how it is possible to generate k, 1 ≤ k ≤ n − 1
parallel outputs with the multiple output parallel LFSR architecture. The basic idea
of our proposal (see Figure 3) is based on concurrent generation of k = 4 pseudo
random sequences. As it can be seen from Figure 3, parallel sequences are stag-
gered and interleaved so that each parallel LFSR scheme reproduces the sequential
sequence with different order of PRNs. Note that the length of each generated par-
allel sequence is identical to the length of the original LFSR, but with a different
pattern. For example, PRG0 will generate sequence no, n4, n8, n12, n1, n5, . . ., PRG1
will generate sequence n1, n5, n10, n2, n6, . . ., etc.

4.1 Parallel Multiple Output LFSR of Type 1

For the given feedback polynomial (1) we propose LFSR of type 1 for parallel gen-
eration of k consecutive pseudo random numbers, called parallel multiple output
LFSR (abbreviated as PLFSR F), shown in Figure 4.

PLFSR F consists of the following building blocks:

1. Extended parallel shift register (E LFSR) with n + k cells (flip-flops). The
rightmost n cells correspond to the standard LFSR, while the k leftmost cells
represent linear array of k individual cells, called extension array (EA).

2. The EXOR network is a combinatorial network of XOR circuits which generate
k product terms in parallel that feed in EA. Constituents of EXOR network are
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Figure 3. A comparison of sequential and concurrent generation of pseudo-random num-
bers

configuration registers that are used for selecting a primitive polynomial and the
length of E LFSR.

3. k registers, R1 to Rk, composed of n flip-flops, used for temporal storing of
k consecutive states of the PLFSR F.

4. Control logic (CL) used to generate control signals for driving the constituents
of PLFSR F.

The PLFSR F is implemented as two stage pipeline. Within the first stage,
called CALCULATION, k consecutive pseudo-random sequences are calculated in
parallel. The CALCULATION stage operates as two-cycle logic. During the first
cycle, the content of E LFSR is shifted for k positions right. In the second cycle,
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Figure 4. The structure of parallel multiple output LFRS of type 1

k consecutive resultant bits are calculated by EXOR network and written into EA.
The second stage, called OUTPUT stage, consists of k n-bit registers, R1 to Rk,
loaded in parallel. The outputs of R1 to Rk drive circuits under test (CUTs).

During system initialization configuration bits are loaded into EXOR network.
This provides that the proposed PLFSR F can implement any feedback polynomial
of degree n. In our case, primarily limited by the amount of available logic blocks
and input-output capacity of FPGA chips and ASIC IP core, we can implement,
using reconfiguration, any polynomial of degree n ≤ 32.

The most complex part of PLFSR F is the EXOR network, shown in Figure 5. It
consists of k reconfigurable EXOR blocks, each implemented as binary three of XOR
circuits. Multiplexors, M1 to Mn, are used to switch on/off a corresponding tap in
the feedback loop. The outputs of a configuration register are used for driving the
select signals of multiplexors M1 to Mn. The propagation delay of EXOR network
is equal to the propagation delay through one multiplexor, plus log2n delay through
XOR circuits. The delay is independent of the chosen feedback polynomial for the
given n. Let us note, that proposed structure of the EXOR network bypasses the
problem of computational imbalance mentioned in Section 3.

4.2 Parallel Multiple Output LFSR of Type 2

The structure of the system for concurrent generation of multiple staggered and
interleaved pseudo random numbers with LFSR of type 2 is presented in Figure 6.
It consists of k + 1 registers with n FFs each, and k − 1 EXOR networks (EXOR2

to EXORk). Register Reg0 is used to store the initial sequence. The state of Reg0
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is directly transferred to Reg1, where output corresponds to the state PRG 0 in
Figure 3. The state i, 1 ≤ i < k, is defined by the output of EXORi network. The
outputs of Reg1 to Regk−1 drive different CUTs within a VLSI IC. The output of
Regk is feedback to the input of Reg0 in the next cycle and defines the next initial
state. The EXORi is a combinatorial network with n inputs and n outputs which
performs computations defined by (2). The control logic generates all necessary
control signals for system operation. A part of the control logic is a configuration
register which allows to implement any polynomial of degree n, i.e. to make the
LFSR structure reconfigurable.

4.3 Design Choice

By analyzing the mathematical model and proposed structures of parallel multiple
output LFSRs we conclude the following:

1. Mathematical model provides us to determine all 2n−1 pseudo random numbers
in parallel starting from the initial state of the LFSR;

2. In the case of type 1 LFSR, parallel generation of k, 2 ≤ k ≤ 2n − 1, pseudo
random numbers requires extension of the LFSR presented in Figure 1 with
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Figure 6. The structure of parallel multiple output LFRS of type 2

k cells, i.e. flip-flops. The state of each flip-flop within the EA (see Figure 4) is
determined by the output of a corresponding EXOR network. There are k EXOR
networks as one shown in Figure 5. Each network implemented a binary tree of
depth log2 n of XOR gates, driven by a corresponding configuration register and
the output of LFSR.

3. For parallel generation of k, 2 ≤ k ≤ 2n−1, pseudo random sequences with LFSR
of type 2, it is necessary to install k n-bit registers and k ∗ n EXOR networks
as one depicted in Figure 5 (i.e. one EXOR network per single bit per state).
Accordingly, k ∗ n configuration registers are needed if full reconfigurability is
needed.

Bearing in mind the aforementioned, we can conclude that the complexity of
parallel multiple output LFSR of type 2 is significantly higher than that of the
type 1. Therefore, we propose a type 1 LFSR as the preferable design choice for the
parallel generation of pseudo random sequences.

5 EXPERIMENTAL RESULTS

In order to verify our design and estimate performance of it, we have implemented
both standard (i.e. single output) and parallel LFSR of type 1 (PLFSR F) in two
different technologies, namely FPGA and ASIC. FPGA was primarily used to verify
the design, while ASIC is used to implement PLFSR F as an IP core within SoC
design as a constituent of a BIST logic.

5.1 FPGA Implementation

For the sake of verification we have implemented PLFSR F that generates two
and three consecutive pseudo random sequences in parallel. The standard LFSR
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and PLFSR F structures were described at register transfer level using VHDL.
For FPGA implementation we have used Xilinx development CAD tool ISE Web-
Pack 13.1. Design verification was performed using test benches intended for ex-
citation of PLFSR F and standard LFSR. FPGA devices from Virtex-6 LP series
(circuit xc6vlx75tl-1lf484) were used. The obtained results are given in Table 1,
for standard LFSR, in Tables 2 and 3 for PLFSR F that generates two, and three
consecutive pseudo random sequences, respectively.

FPGA No. No. of Best Case Dynamic Quiescent Total
Device of F-F Occupied Achievable Power Power Power

in LFSR Slices (ns) (mW) (mW) (mW)

Virtex6 32 71 1.701 13.94 781.30 795.24
LP 16 38 1.525 12.17 781.27 793.44

xc6vlx75tl 8 18 1.722 8.57 781.22 789.78
-1Lff484 5 12 1.525 7.04 781.20 788.23

Table 1. Implementation results for standard LFSR

FPGA No. No. of Best Case Dynamic Quiescent Total
Device of F-F Occupied Achievable Power Power Power

in LFSR Slices (ns) (mW) (mW) (mW)

Virtex6 32 85 2.120 48.85 781.82 830.67
LP 16 55 2.287 24.12 781.45 805.57

xc6vlx75tl 8 21 1.767 15.49 781.32 796.81
-1Lff484 5 17 1.815 12.59 781.28 793.86

Table 2. Implementation results for PLFSR F with two parallel outputs

FPGA No. No. of Best Case Dynamic Quiescent Total
Device of F-F Occupied Achievable Power Power Power

in LFSR Slices (ns) (mW) (mW) (mW)

Virtex6 32 112 2.232 106.30 782.68 888.97
LP 16 53 2.391 43.43 781.74 825.17

xc6vlx75tl 8 24 1.807 27.10 781.49 808.60
-1Lff484 5 16 1.770 17.82 781.36 799.17

Table 3. Implementation results for PLFSR F with three parallel outputs

According to the results given in Tables 1, 2 and 3 we can conclude the following:

1. Hardware overhead of PLFSR F with two (three) parallel outputs compared to
the standard LFSR is from 16 % up to 44 % (from 33 % up to 57 %), and depends
on the polynomial degree. Since the hardware of the PLFSR F is reconfigurable,
for the given polynomial degree n, the hardware overhead is independent of the
chosen polynomial, i.e. active taps.
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2. Contribution of the dynamic power consumption to the total power consumption
is in the range of 1.5 % to 5.8 % for the PLFSR F with two parallel outputs, and
from 2.2 % to 11.9 % for PLFSR F with three parallel outputs, which implies
that the impact of the PLFSR F hardware is low with respect to the total power
consumption of the FPGA chip.

Note that the system throughput of the PLFSR F is two (three) times higher com-
pared to the standard LFSR under the same operating conditions, e.g. system clock
which was in the range of 440 to 550 MHz.

5.2 ASIC Implementation

As we have mentioned before, the PLFSR F logic was described at register transfer
level using VHDL. Synopsis Design Compiler [10] and IHP’s 130 nm CMOS ASIC
design kit [11] were used for synthesis, routing and mapping of PLFSR F design.
Table 4 contains implementation details concerning total cell area in µm2 and total
dynamic power, in µW, for standard LFSR and LFSR F with two and three parallel
outputs in IHP’s SG13S CMOS technology for the polynomials of different degrees.
The designs were tested at the operating frequency of 400 MHz and power supply
voltage of 1.08 V.

N
o.

of
F

F Standard LFSR LFSR with 2 LFSR with 3
Parallel Outputs Parallel Outputs

Total
Cell Area
[µm2]

Total
Dynamic
Power
[µW ]

Total
Cell Area
[µm2]

Total
Dynamic
Power
[µW ]

Total
Cell Area
[µm2]

Total
Dynamic
Power
[µW ]

32 4903.14 446.21 9082.77 930 12189.2 1357

16 2565.87 238.09 4614.00 930 6339.38 662

8 1399.93 135.81 2427.36 229 3192.55 329

5 950.77 119.46 1642.00 168 2260.60 228

Table 4. Implementation details

By comparing the implementation details of the three architectures, presented
in Table 4, we can conclude the following:

1. Total silicon area, in spite of implementing two and three parallel outputs, is
small enough (0.012 mm2) for the polynomial of degree 32 and LFSR F with
three parallel outputs. The area overhead reaches the factor of 2.48 of a standard
LFSR area.

2. Dynamic power consumption of PLFSR F with two (three) parallel outputs is
1.69 to 3.29 (2.4 to 4.4) times higher than that of the standard LFSR under same
operating frequency (400 MHz). In general, dynamic power consumption for
both design solutions is low. For the PLFSR F with two (three) parallel outputs
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in the worst case it is less than 1 mW (1.3 mW). This verifies the proposed design
and chosen library/technology.

3. In order to achieve that standard LFSR generates test patterns with the same
speed as PLFSR F with 2 (i.e. 3) parallel outputs, it is necessary to increase
operating frequency from 400 MHz to 800 MHz (i.e. 1.2 GHz). For the given
technology it requires to increase power supply voltage to 1.5 V (i.e. 1.8 V). It is
well known that dynamic power dissipation is given by

Pd = α · C · f · V 2
DD,

where α corresponds to the switching activity, C to effective parasitic capaci-
tance. This imply that dynamic power dissipation will increase by the factor
of 4.5 (i.e. 9.72), which is 2.15 (i.e. 3.19) times higher than the dynamic power
consumption of PLFSR F with 2 (i.e. 3) parallel outputs.

4. The above mentioned conclusions can be expected to scale to more advanced
technology (≤ 100 nm).

All this facts justify the use of PLFSR F as an IP core for fast generation of
pseudo-random sequences in the complex VLSI IC MOS for BIST design.

6 CONCLUSION

LFSRs are commonly used as pseudo test pattern number generators in low overhead
BIST schemes. In this paper we have presented an efficient hardware implementation
of parallel pseudo random number generator based on LFSR, which is used for fast
and simultaneous testing of constituents (IP cores) within the complex VLSI circuits.
We have implemented parallel LFSR of Fibonacci type (PLFSR F) in two different
technologies, namely FPGA and ASIC. FPGA circuits were primarily used to verify
our design. ASIC design is used to implement PLFSR F as an IP core within SoC
design as constituent of a BIST logic.

For FPGA implementation we used VIrtex6 LP FPGA device (circuit xc6vlx75-
tl1lf484), running at clock speed of 440MHz, while delivering two or three 32-bit
random numbers per clock. For ASIC we used IHP’s SG13S CMOS technology.
The design was tested at the frequency of 400 MHz. For both technologies the
silicon area, speed of operation and power consumption have been estimated. The
obtained results show that the area overhead is proportional to the degree of the
polynomial and is small enough. The PLFSR F IP core seems to be a promising
solution for test issues of the SoC design.
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