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Abstract. The paper examines the usage potential of n-tuple algebra (NTA) de-
veloped by the authors as a theoretical generalization of structures and methods
applied in intelligence systems. NTA supports formalization of a wide set of lo-
gical problems (abductive and modified conclusions, modelling of graphs, semantic
networks, expert rules, etc.). This article mostly describes implementation of logi-
cal inference by means of NTA. Logical inference procedures in NTA can include,
besides the known logical calculus methods, new algebraic methods for checking
correctness of a consequence or for finding corollaries to a given axiom system.
Inference methods consider (above feasibility of certain substitutions) inner struc-
ture of knowledge to be processed, thus providing faster solving of standard logical
analysis tasks. Matrix properties of NTA objects allow to decrease laboriousness of
intellectual procedures as well as to efficiently parallel logical inference algorithms.
In NTA, we discovered new structural and statistical classes of conjunctive normal
forms whose satisfiability can be detected for polynomial time. Consequently, many
algorithms whose complexity evaluation is theoretically high, e.g. exponential, can
in practice be solved in polynomial time, on the average. As for making databases
more intelligent, NTA can be considered an extension of relational algebra to know-
ledge processing. In the authors’ opinion, NTA can become a methodological basis
for creating knowledge processing languages.
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1 INTRODUCTION

Developers of modern intelligence systems face certain challenges resulting from fun-
damentally different approaches used in constructing databases (DB) and knowledge
bases (KB). KB design is based on a mathematical system that is named by a number
of terms: formal approach, axiomatic method, symbolic logic, theory of formal sys-
tems (TFS). Development of TFS began in the works of B. Russell, L. Wittgenstein,
D. Hilbert, G. Peano and others at the beginning of 20th century when paradoxes
of set theory were discovered and the algebra of sets and Boolean algebra were no
longer the most important approaches to foundations of logic.

In TFS, inference rules are defined in the way that allows to interpret new symbol
constructions as corollaries to or new theorems from the symbol constructions or
statements that are axioms or theorems in the given formal system.

Additionally, in TFS we need to reduce many logical analysis tasks to satisfia-
bility checks for a certain logical formula, this check being able to return only two
possible answers (“yes” or “no”). Despite a substantial number of positive results
that have been obtained in this field, such a reduction is not sufficiently simple yet.
Moreover, the reduction is unrealizable in cases when we need not only to receive
a “yes/no” answer but also to estimate the value of some parameters in the formal
system or to assess the structure and/or number of objects that satisfy the given
conditions. That is why artificial intelligence languages based on declarative ap-
proach grew much more complicated due to the necessity of furnishing them with
different non-declarative procedures and functions.

Today, mathematical logic is based on strict rules of pure calculus. This calculus
has been proven to be isomorphic to some algebraic systems; for instance, propo-
sitional calculus is isomorphic to Boolean algebra. However, algebraic (procedural)
approach is fairly seldom used by itself in theoretical research on classical logic to-
day. On the other hand, algebraic methods are widely used in applied research,
particularly in software implementation of mentioned non-declarative functions in
intelligence systems.

Algebraic techniques, e.g. those of relational algebra are most commonly used in
constructing data processing systems. Note that the term “data processing lan-
guages” (DPL) is very popular in data management while intelligence systems
mostly deal with knowledge representation languages (KRL). This shows the de-
clarative origin of KRLs and the procedural basis of DPLs. In other words, DPLs
regulate the way actions are performed on data, whereas KRLs specify what is to
be done with the knowledge without determining how to do this. Thus, algebraic
approach seems to be a rational supplement to traditional formal methods in logic
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for improving logical analysis techniques and creating knowledge processing lan-
guages (KPL) that allow to flexibly program and compare algorithms for intelligent
procedures.

Methodical differences in constructing DBs and KBs make using them within
a single integrated software system complicated. This problem was first posed at the
IJCAI ’95 (The International Joint Conference on Artificial Intelligence in Montreal,
Canada on August 19 through 25, 1995) and now it becomes even more topical as
making database management systems (DBMS) more intelligent by developing DB
semantic interfaces, deductive DBs, etc., becomes more important. This is why
developing a unified methodology of data and knowledge processing is required.
In our opinion, this can be achieved through algebraic methods if the concept of
multiplace relation is used as a base concept. This idea allows to represent many
data and knowledge systems not only as an artificial language, but also as a totality
of relations with different diagrams that are subject to certain operations similar to
those of algebra of sets.

Below we briefly describe conventional mathematical sections dealing with rela-
tions, and propose a mathematical system named n-tuple algebra (NTA) [9, 11] and
developed for solving the set of problems described above [13, 21]. We believe that
NTA can be used as a base for creating knowledge processing languages.

2 RELATIONS IN MATHEMATICS

A general theory of relations has not been developed yet. The term “theory of rela-
tions” is usually used either for theory of binary relations or for theory of multiplace
relations based on relational algebra. In any case, these theories accept the classical
mathematical definition of a relation through Cartesian product. If D is a Cartesian
product of n different or equal sets, then an n-place relation R is a certain subset of
elementary n-tuples contained in D.

Such a definition of a multiplace relation allows treating relations as ordinary
sets if they are defined on the same Cartesian product D. If so, the complement of
a multiplace relation R is the set difference D \R. For example, if

D = {1, 2, 3, 4, 5} × {1, 2, 3, 4, 5},

and R is a relation “less than” in the set of numbers {1, 2, 3, 4, 5}, then after elimi-
nating all elementary n-tuples belonging to R, from D we get a set of elementary
n-tuples corresponding to the relation “more than or equal to”.

However, this conformity between algebra of multiplace relations and algebra of
sets is no longer valid in totalities of relations defined on various Cartesian products
since it is impossible to determine operations of union and intersection for these.
Besides, algebra of multiplace relations includes operations of composition and join
that have no equivalent operations in algebra of sets.

According to the classical definition, a multiplace relation is a set of elemen-
tary n-tuples; however, this definition is not always practical since it results in



1298 B. Kulik, A. Fridman, A. Zuenko

redundancy due to multiple copying the same data to memory. Let us consider as
an example a relation which reflects the fact that a professor Smith teaches subjects
Mathematics, Logic, and Physics : {(Smith,Mathematics), (Smith,Logic), (Smith,
Physics)}. This relation can be compacted as a Cartesian product {Smith} ×
{Mathematics,Logic,Physics}. Obviously, not every relation can be represented
as a single Cartesian product composed of non-elementary sets. For example, the
following relation cannot be expressed this way:

P =


Smith Mathematics
Smith Logic
Smith Physics
Burns Logic
Burns Philosophy


Nevertheless every relation can be represented as a union of certain Cartesian

products that are, in a general case, composed of subsets of corresponding attributes.
In our example, this union is P = {Smith} × {Mathematics,Logic,Physics} ∪
{Burns} × {Logic,Philosophy}. Transition from elementary n-tuples to ones com-
posed of sets rather than elements provides a significant reduction in computational
resources used for processing relations (calculating unions, intersections, comple-
ments, etc.) and data storing.

Theoretical basics of mathematical logic are set forth in formal language of pred-
icate calculus [16]; but interpretation of logic uses a system that can be represented
as a totality of relations with elements being sequences of symbols. The formulas of
mathematical logic can be expressed as sets of satisfiable substitutions, i.e. relations
as well.

There exist different descriptive languages in artificial intelligence; but, as a rule,
we can transform examples introduced in publications for illustrating different me-
thods and approaches to structures like N(E1, E2, . . .) where N is a name of a re-
lation or a predicate and E1, E2, . . . are names of objects belonging to certain
totalities of values of properties (attributes) [17]. Operations on such structures
completely correspond to those of theory of relations.

Apart from this, an initial relation defined on a Cartesian product D = X1 ×
X2 × . . . × Xn can be often split into blocks corresponding to relations on some
projections of D, which greatly reduces laboriousness of operations on this relation
by using its matrix properties. This allows to process every block separately using
known features of Cartesian products, for instance, by paralleling the necessary
operations.

Since blocks reflect relations defined on different diagrams, it is necessary to
provide specific algebraic operations to recover the initial relation from the blocks.

This article introduces n-tuple algebra that uses Cartesian product of sets rather
than sequences of elements (elementary n-tuples) as a basic structure, and imple-
ments the general theory of multiplace relations. NTA supports formalization of
a wide set of logical problems (abductive and modified conclusions, modelling of
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graphs, semantic networks, expert rules, etc. [13, 19]). Below we will focus on per-
forming logical inference by means of NTA.

“Compacted” representation of relations allows to apply algebraic approach not
only in database management systems, but in knowledge systems as well, as it re-
duces computational laboriousness of logical inference in many cases. As for making
DBs more intelligent, NTA can be considered an extension of relational algebra to
knowledge processing.

3 BASICS OF N-TUPLE ALGEBRA

3.1 Basic Concepts and Structures

N -tuple algebra was developed for modeling and analysis of multiplace relations.
Unlike relational algebra used for formalization of databases NTA can use all mathe-
matical logic’s means for logic modeling and analysis of systems, namely logical
inference, corollary trueness’ check, analysis of hypotheses, abductive inference, etc.
N -tuple algebra is based on the known properties of Cartesian products of sets which
correspond to the fundamental laws of mathematical logic. In NTA, transitional
results can be obtained without representation of structures as sets of elementary
n-tuples since every NTA operation uses sets of components of attributes or n-tuples
of components.

Definition 1. N-tuple algebra is an algebraic system whose support is an arbi-
trary set of multiplace relations expressed by specific structures, namely elementary
n-tuple, C-n-tuple, C-system, D-n-tuple, and D-system, called n-tuple algebra ob-
jects. So, apart from the elementary n-tuple, NTA contains four more structures
providing a compact expression for sets of elementary n-tuples.

Names of NTA objects consist of a name proper, sometimes appended with
a string of names of attributes in square brackets; these attributes determine the
relation diagram in which the n-tuple is defined. For instance, if an elementary
n-tuple T [XY Z] = (a, b, c) is given, then T is the name of the elementary n-tuple
(a, b, c), X, Y , Z are names of attributes, and [XY Z] is the relation diagram (i.e.
space of attributes), a ∈ X, b ∈ Y and c ∈ Z. A domain is a set of all values of
an attribute. Domains of attributes correspond to definitional domains of variables
in mathematical logic, and to scales of properties in information systems. Hereafter
attributes are denoted by capital Latin letters which may sometimes have indices,
and the values of these attributes are denoted by the same lower-case Latin letters.
A set of attributes representing the same domain is called a sort. Structures defined
on the same relation diagram are called homotypic ones. Any totality of homotypic
NTA objects is an algebra of sets.

N -tuple algebra is based on the concept of a flexible universe. A flexible universe
consists of a certain totality of partial universes that are Cartesian products of
domains for a given sequence of attributes. A relation diagram determines a certain
partial universe.
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In a space of properties S with attributes Xi (i.e. S = X1 × X2 × . . . × Xn),
the flexible universe will be comprised of different projections i.e. subspaces that use
a part of attributes from S . Every such subspace corresponds to a partial universe.

Definition 2. An elementary n-tuple is a sequence of elements each belonging to
the domain of the corresponding attribute in the relation diagram. An example of
an elementary n-tuple T [XY Z] is given above.

Definition 3. A C-n-tuple is an n-tuple of sets (components) defined in a certain
relation diagram; each of these sets is a subset of the domain of the corresponding
attribute.

A C-n-tuple is a set of elementary n-tuples; this set can be enumerated by
calculating the Cartesian product of the C-n-tuple’s components. C-n-tuples are
denoted with square brackets. For example, R[XY Z] = [ABC] means that A ⊆ X,
B ⊆ Y , C ⊆ Z and R[XY Z] = A×B × C.

Definition 4. A C-system is a set of homotypic C-n-tuples that are denoted as
a matrix in square brackets. The C-n-tuples that such a matrix contains are rows
of this matrix.

A C-system is a set of elementary n-tuples. This set equals to the union of sets
of elementary n-tuples that the corresponding C-n-tuples contain. For example,

a C-system Q[XY Z] =

[
A1 B1 C1

A2 B2 C2

]
can be represented as a set of elementary

n-tuples calculated by formula Q[XY Z] = (A1 ×B1 × C1) ∪ (A2 ×B2 × C2).
In order to combine relations defined on different projections within a single

algebraic system isomorphic to algebra of sets, NTA introduces dummy attributes
formed by using dummy components. There are two types of these components.
One of them called a complete component is used in C-n-tuples and is denoted
by “*”. A dummy component “*” added in the ith place in a C-n-tuple or in
a C-system equals to the set corresponding to the whole range of values of the
attribute Xi. In other words, the domain of this attribute is the value of the dummy
component. For example, if the domain of attribute X is given (here it equals to
the set {a, b, c, d}), the C-n-tuple Q[Y Z] = [{f, g} {a, c}] can be expressed in the
relation diagram [XY Z] as a C-n-tuple [∗{f, g} {a, c}]. Since the dummy component
of Q corresponds to an attribute with the domain X, the equality [∗{f, g} {a, c}] =
[{a, b, c, d} {f, g} {a, c}] is true. Another dummy component (Ø) called an empty
set is used in D-n-tuples.

A C-n-tuple that has at least one empty component is empty. In NTA, if we deal
with models of propositional or predicate calculuses, this statement is accepted as
an axiom which has an interpretation based on the properties of Cartesian products.

Below, we will show that usage of dummy components and attributes in NTA
allows to transform relations with different relation diagrams into ones of the same
type, and then to apply operations of theory of sets to these transformed relations.
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The proposed technique of defining dummy attributes differs from the known tech-
niques essentially due to the fact that new data are inputted into multiplace relations
as sets rather than elementwise, which significantly reduces both computational la-
boriousness and memory capacity for representation of the structures.

Operations (intersection, union, complement) and checks of relations of inclusion
or equality for these NTA objects are based on Theorems 1–6. Here they are given
without proof because their formulating in terms of NTA corresponds to the known
properties of Cartesian products. Let two homotypic C-n-tuples P = [P1P2 . . . Pn]
and Q = [Q1Q2 . . . Qn] be given.

Theorem 1. P ∩Q = [P1 ∩Q1 P2 ∩Q2 . . . Pn ∩Qn].

Example 1. [{b, d} {f, h} {a, b}] ∩ [∗{f, g}{a, c}] = [{b, d} {f} {a}];
[{b, d} {f, h}{a, b}] ∩ [∗{g} {a, c}] = [{b, d}Ø {a}] = Ø.

Theorem 2. P ⊆ Q, if and only if Pi ⊆ Qi for all i = 1, 2, . . . , n.

Theorem 3. P ∪Q ⊆ [P1 ∪Q1 P2 ∪Q2 . . . Pn ∪Qn], equality being possible only in
two cases:

1. P ⊆ Q or Q ⊆ P ;

2. Pi = Qi for all corresponding pairs of components except one pair.

Note that in NTA, according to Definition 4, equality P∪Q =

[
P1 P2 . . . Pn

Q1 Q2 . . . Qn

]
is true for all cases.

Theorem 4. Intersection of two homotypic C-systems equals to a C-system that
contains all non-empty intersections of each C-n-tuple of the first C-system with
each C-n-tuple of the second C-system.

Example 2. Let the following two C-systems be given in space S:

R1[XY Z] =

[
{a, b, d} {f, h} {b}
{b, c} ∗ {a, c}

]
,

R2[XY Z] =

 {a, d} ∗ {b, c}
{b, d} {f, h} {a, c}
{b, c} {g} {b}

 .
We need to calculate their intersection. First we calculate intersection of all the

pairs of C-n-tuples that the two different C-systems contain:

[{a, b, d} {f, h} {b}] ∩ [{a, d} ∗ {b, c}] = [{a, d} {f, h} {b}];
[{a, b, d} {f, h} {b}] ∩ [{b, d} {f, h} {a, c}] = Ø;

[{a, b, d} {f, h} {b}] ∩ [{b, c} {g} {b}] = Ø;

[{b, c} ∗ {a, c}] ∩ [{a, d} ∗ {b, c}] = Ø;
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[{b, c} ∗ {a, c}] ∩ [{b, d} {f, h} {a, c}] = [{b} {f, h} {a, c}];
[{b, c} ∗ {a, c}] ∩ [{b, c} {g} {b}] = Ø.

Then we form a C-system from non-empty C-n-tuples:

R1 ∩R2 =

[
{a, d} {f, h} {b}
{b} {f, h} {a, c}

]
.

Theorem 5. Union of two homotypic C-systems equals to a C-system that contains
all C-n-tuples of the operands.

After calculating the union of the C-systems, the total number of n-tuples in
the derived C-system can be reduced in some cases by using conditions 1. or 2. of
Theorem 3.

In order to introduce the algorithms for calculating complements of NTA objects,
we need one more definition.

Definition 5. A complement (Pj) of any component Pj of an NTA object is defined
as a complement to the domain of the attribute corresponding to this component.

For example, if a C-n-tuple R[XY Z] = [ABC] is given, then A = X \ A,
B = Y \B and C = Z \ C.

Theorem 6. For an arbitrary C-n-tuple P = [P1P2 . . . Pn]

P =


P1 ∗ . . . ∗
∗ P2 . . . ∗
. . . . . . . . . . . .
∗ ∗ . . . PN


In the above C-system P whose dimension is n × n, all the components except
the diagonal ones are dummy components. We shall call such C-systems diagonal
C-systems.

Here is an example. Let a C-n-tuple T = [{b, d} {f, h} {a, b}] be given in the
space S = X × Y × Z where X = {a, b, c, d}, Y = {f, g, h}, Z = {a, b, c}. Then

T =

 X \ {b, d} ∗ ∗
∗ Y \ {f, h} ∗
∗ ∗ Z \ {a, b}

 =

 {a, c} ∗ ∗
∗ {g} ∗
∗ ∗ {c}


We can denote diagonal C-systems as one n-tuple of sets, using reversed square

brackets for expressing this. Then we get the following equality: T = ]{a, c} {g} {c}[.
Such a “reduced” expression for a diagonal C-system makes up a new NTA

structure called a D-n-tuple.
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Definition 6. A D-n-tuple is an n-tuple of components enclosed in reversed square
brackets which equals a diagonal C-system whose diagonal components equal the
corresponding components of the D-n-tuple.

The complement of a C-n-tuple can be directly recorded as a D-n-tuple. For
example, if T1 = [{b, d}∗{a, b}], then T1 = ]{a, c}Ø {c}[. In D-n-tuples the constant
“Ø” is a dummy component.

This structure not only allows to compactly denote diagonal C-systems, but can
be also used in some operations and retrieval queries. The terms C-n-tuple and
D-n-tuple were chosen due to the following reason: if we represent the components
of these n-tuples as predicates, C-n-tuple corresponds to conjunction of these predi-
cates, and D-n-tuple corresponds to disjunction of these predicates. D-n-tuples are
used to form one more NTA structure, namely a D-system.

Definition 7. A D-system is a structure that consists of a set of homotypic
D-n-tuples and equals the intersection of sets of elementary n-tuples that these
D-n-tuples contain.

Expression for a D-system is analogous to that of a C-system except that in this
case reversed square brackets are used instead of the regular ones.

Theorem 7. The complement of a C-system is a D-system of the same dimension,
in which each component is equal to the complement of the corresponding component
in the initial C-system.

Proof. Let a C-system P that contains a set {P1, P2, . . . , Pn} of C-n-tuples be given.
This means that P = P1∪P2∪ . . .∪Pn. Calculating its complement according to de
Morgan’s law, we get the following result: P = P1 ∩P2 ∩ . . .∩Pn. Then the validity
of this theorem follows from the Theorem 6 and Definitions 6 and 7. 2

For example, the complement of a C-system

F [XY Z] =

[
{a, b, d} {f, h} {b}
{b, c} ∗ {a, c}

]

given in a space S can be calculated as a D-system

F =

]
X \ {a, b, d} Y \ {f, h} Z \ {b}
X \ {b, c} Y \ ∗ Z \ {a, c}

[
=

]
{c} {g} {a, c}
{a, d} Ø {b}

[
.

It is easy to see that relations between C-objects (C-n-tuples and C-systems)
and D-objects (D-n-tuples and D-systems) are in accordance with de Morgan’s laws
of duality. Due to this fact, they are called alternative classes. Calculation of the
complement for an NTA object always has polynomial computational complexity.
Operations of union and intersection have polynomial complexity for NTA objects
belonging to the same class, but a transformation into an alternative class is also
necessary for objects of different classes.
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For implementing intelligence systems, it is often necessary to transform NTA
objects into an alternative class. Complexity of this transformation will be discussed
below in Section 5. Let us now introduce theorems regulating this transformation.

Theorem 8. Every C-n-tuple (D-n-tuple) P can be transformed into an equiva-
lent D-system (C-system) in which every non-dummy component pi corresponding
to an attribute Xi of the initial n-tuple is expressed by a D-n-tuple (C-n-tuple)
having the component pi in the attribute Xi and dummy components in all the rest
attributes.

Proof. The statement regarding transformation a D-n-tuple into a C-system im-
mediately follows from the definition of a D-n-tuple as a compact expression for
the corresponding C-system. The algorithm of transformation of a C-n-tuple into
an equivalent D-system results from the duality property of alternative classes. 2

For example, a D-n-tuple ]AØBC[ where A, B, C are not dummy can be

recorded as a C-system

 A ∗ ∗ ∗
∗ ∗ B ∗
∗ ∗ ∗ C

, and a C-n-tuple [AB ∗ C] – as a D-

system

 A Ø Ø Ø
Ø B Ø Ø
Ø Ø Ø C

.

Evidently, algorithms for transformation of C-n-tuples and D-n-tuples into
structures of an alternative class are not exponentially complex. Laboriousness of
the algorithms increases significantly for C-systems and D-systems. Two following
assertions are given here without any proof due to their obviousness.

Theorem 9. A D-system P containing m D-n-tuples is equivalent to a C-system
equal to the intersection of mC-systems obtained by transformation every D-n-tuple
belonging to P into a C-system.

Theorem 10. A C-system P containing m C-n-tuples is equivalent to a D-system
equal to the union of m D-systems obtained by transforming every C-n-tuple be-
longing to P into a D-system.

Transformations of NTA objects into objects of alternative classes allow to realize
all operations of theory of sets on NTA objects, as well as all checks of relations
among such objects without having to represent the objects as sets of elementary n-
tuples. In some cases, inclusion checks can be done directly for structures belonging
to different alternative classes. The following theorems describe these cases.

Theorem 11. P ⊆ Q is true for a C-n-tuple P = [p1p2 . . . pn] and a D-n-tuple
Q = ]q1q2 . . . qn[ if and only if pi ⊆ qi is true for at least one value of i.

Proof. A D-n-tuple is equivalent to a C-system containing n C-n-tuples all of
whose components are complete dummy components except qi. So, the necessity
of the theorem statement follows from the fact that a C-system is a union of the
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C-n-tuples. Indeed, if one of the C-n-tuples Qi belonging to the C-system obtained
after transforming the initial D-n-tuple Q equals to [∗ ∗ . . . qi . . . ∗] and pi ⊆ qi, then
P ⊆ Qi and hence P ⊆ Q. Let us prove the sufficiency. Suppose pi ⊆ qi is false
for every i. We need to prove that P ⊆ Q is impossible then. This supposition lets
us conclude that for every i, there is a ri = pi \ qi 6= Ø. Consequently, ri ⊆ pi and
ri ⊆ qi for every i. Then, a non-empty C-n-tuple R = [r1r2 . . . rn] exists for which
R ⊆ P and R ⊆ Q that proves impossibility of P ⊆ Q is. 2

Theorem 12. P ⊆ Q is true for a C-n-tuple P and a D-system Q if and only if
P ⊆ Qj is true for every D-n-tuple Qj belonging to Q.

Proof. A D-system is an intersection of sets comprising all elementary n-tuples from
D-n-tuples contained in the D-system, then, if P is included in every D-n-tuple, it
is included in their intersection i.e. in the D-system. 2

We have already mentioned that NTA allows performing operations of algebra
of sets on homotypic (having the same relation diagram) NTA objects only. In order
to perform these on multiplace relations defined on different diagrams, we need to
transform them into ones of the same diagram. For this, NTA has 5 more operations
on attributes, namely:

1. renaming of attributes;

2. transposition of attributes and corresponding columns in NTA objects;

3. inversion of NTA objects (for binary relations);

4. addition of a dummy attribute (+Attr);

5. elimination of an attribute (-Attr).

Below we introduce these operations and some derivative ones used in logical infer-
ence.

3.2 Operations with Attributes, Join and Composition Operations,
Generalized Operations

Renaming of attributes is only possible for attributes of the same sort. This
operation is used when it is necessary to substitute variables, particularly, in
algorithms for calculating transitive closure of a graph.

Transposition of attributes is an operation that swaps columns in an NTA ob-
ject’s matrix and respectively changes the order of attributes in the relation
diagram.

This operation does not change the content of the relation. The operation is
used for transforming NTA objects whose attributes are the same, but come in
different order to a form that allows performing algebra of sets’ operations on
them.
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For example, a C-system P [XY Z] =

[
{a, b, d} {f, h} {b}
{b, c} ∗ {a, c}

]
transforms

into a C-system P [Y XZ] =

[
{f, h} {a, b, d} {b}
∗ {b, c} {a, c}

]
due to transposition of

attributes.

Inversion of NTA objects. In case of binary relations, swapping columns with-
out swapping attributes allows to get the relation inverse to the initial one. For

example, swapping columns of relation G[XY ] =

[
{a} {a, b}
{b, c} {a, c}

]
turns it into

the inverse relation G−1[XY ] =

[
{a, b} {a}
{a, c} {b, c}

]
. In this case, inversion of an

NTA object turns all the elementary n-tuples (s, t) of the initial relation into
the inverse ones (t, s). If an elementary n-tuple contains identical elements (e.g.
(b, b)), it does not change during the inversion.

Addition of a dummy attribute (+Attr) is done when the added attribute is
missing in the relation diagram of an NTA object (NTA objects with duplicate
attributes are also possible, but are not considered here). This operation simul-
taneously adds the name of a new attribute into the relation diagram and adds
a new column with dummy components into the corresponding place; dummy
components “*” are added into C-n-tuples and C-systems, and dummy compo-
nents “Ø” are added into D-n-tuples and D-systems.

Elimination of an attribute (-Attr) is done in the following way: a column is
removed from an NTA object, and the corresponding attribute is removed from
the relation diagram.

Semantics of the +Attr and -Attr operations will be explained below in Sec-
tion 4. These operations are used, in particular, for calculating join or composition
of two different-type relations defined by NTA objects. In general case, join and
composition operations of relations can be performed for any pairs of NTA objects.
Let two structures R1[V ] and R2[W ] be given, where V and W are sets of at-
tributes and V 6= W . These sets can be separated into nonintersecting subsets
with the following transformations:

X = W \V ; Y = W ∩V ; Z = V \W .

Then we get V = Y ∪Z and W = X ∪Y . Taking this into account, the given
relations can be expressed as follows: R1[YZ ] and R2[XY ].

Join operation R1[YZ ] ⊕ R2[XY ] for relations is usually done by pairwise
comparison of all elementary n-tuples from different relations. If comparing these
n-tuples shows that they coincide in the projection [Y ], an n-tuple with relation
diagram [XYZ ] is formed from the two n-tuples, the new n-tuple becoming one of
the elements of the relational join. For example, there are two elementary n-tuples
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T1 ∈ R1 and T2 ∈ R2, where

T1[YZ ] = (c, d, e, f, g); T2[XY ] = (a, b, c, d, e),

and
T2[X ] = (a, b); T1[Z ] = (f, g); T1[Y ] = T2[Y ] = (c, d, e).

Then the result of join of these n-tuples is the elementary n-tuple T3[XYZ ] =
(a, b, c, d, e, f, g).

In NTA relational join operation is substantially simplified and can be calculated
without pairwise comparison of all elementary n-tuples using the following formula:

R1[YZ ]⊕R2[XY ] = +X (R1) ∩+Z (R2). (1)

Operation of composition R1[YZ ] ◦ R2[XY ] of relations is performed after
calculating their join. For this, we need to eliminate the projection [Y ] from all
elementary n-tuples belonging to the join. For example, an elementary n-tuple
T4[XZ ] = (a, b, f, g) is the composition of the two n-tuples T1 and T2 considered
above.

In NTA, the composition of relations is calculated according to the formula:

R1[YZ ] ◦R2[XY ] = −Y (+X (R1) ∩+Z (R2)) = −Y (R1 ⊕R2), (2)

if (R1 ⊕R2) is a C-n-tuple or a C-system.
Here is an example. Let the following NTA objects be given in space S :

R1[Y Z] =

[
{f} {a, b}
{g, h} {a, c}

]
; R2[XY ] =

[
{a} {g, h}
{b, c} {f}

]

Let us calculate join of these relations by formula (1):

R1⊕R2 =

[
∗ {f} {a, b}
∗ {g, h} {a, c}

]
∩
[
{a} {g, h} ∗
{b, c} {f} ∗

]
=

[
{b, c} {f} {a, b}
{a} {g, h} {a, c}

]

Then we calculate their composition in the relation diagram [XZ] by formula (2):

R1 ◦R2 =

[
{b, c} {a, b}
{a} {a, c}

]

Let us call relations and operations of algebra of sets with preliminary addition
of missing attributes to NTA objects generalized operations and relations and denote
them as follows: ∩G, ∪G, \G, ⊆G, =G, etc. The first two operations completely corre-
spond to logical operations ∧ and ∨. NTA relation ⊆G corresponds to deducibility re-
lation in predicate calculus. Relation =G means that two structures are equal if they
have been transformed to the same relation diagram by adding certain attributes.
This technique offers a fundamentally new approach to constructing logical inference
and deducibility checks introduced below; but first let us describe some examples of
expressing conventional mathematical structures by means of NTA objects.
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4 DATA AND KNOWLEDGE REPRESENTATION IN NTA

4.1 Graphs and Semantic Networks

In computers, graphs and networks are usually represented as list structures. In
artificial intelligence systems, logical inference in graphs and semantic networks is
implemented through algorithms of search for accessible vertices or through con-
struction of the transitive closure of a graph. However, such algorithms are not
efficient enough and hard to parallelize. Let us now consider the way graphs are
expressed in NTA. We will use the graph presented in Figure 1 as an example.
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e	
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b	
  a	
  

Fig. 1. Example of a graph

This graph can be expressed as a C-system G[XY ] =

 {a} {b, c, d, e}
{b} {d}
{c} {a, b, d, e}

 iso-

morphic to the adjacency matrix of this graph.
Composition of graphs G◦G, e.g. composition of a graph with itself, is used quite

often. This operation is shortly denoted as G2. Greater “degrees” of composition
can also be used, e.g. G3 = G ◦G ◦G and so on.

It is often necessary to determine the set of all the accessible vertices for each
vertex of a graph G. This information is contained in the transitive closure of the
graph, which is defined as follows.

Transitive closure of a graph G that contains n vertices, is the graph G+ each
of whose vertices is connected with all its accessible vertices with an arc.

Transitive closure can be constructed with the following sequence of operations:

G+ = G ∪G2 ∪G3 ∪ . . . ∪Gk,

where k ≤ n. Practically in all cases, the operation of transformation of a finite
graph G into graph G+ ends before the last “degree” Gk is found. The reason for
ending this operation early is the fact that at some step the next “degree” of the
graph does not have any arcs that have not been in the graph before.

Let us consider the way inference in semantic networks is implemented in
NTA [15]. Any semantic network can be represented as a totality of binary re-
lations. In semantic networks, inference rules are expressed as productions whose
left part contains joins or compositions of some of these relations, and the right part
is a relation that is substituted for the left part in the semantic network or is added
to the semantic network as a new relation. Suppose that in an initial semantic
network, existing relations R1 and R2 (see Figure 2) infers an additional link R3
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between the domain of the relation R1 (vertex K) and the co-domain (target) of the
relation R2 (vertex N). The respective rule is shown in Figure 3 where A, B, C are
variables whose values can be the vertices of the described semantic networks.

 
R3 R1 L 

К 

R2 

N T R2 

S 

	
  

Fig. 2. Initial semantic network
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R1 B 
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Fig. 3. Example of a transformation rule for a network

In NTA language, this network can be recorded as a totality of C-systems,
namely R1[XY ] = [{K}{L}], R2[YW ] = [{L, T}{N}], R3[XW ] = [{S}{N}].

To express a production rule by means of NTA in general case, we need to
perform the following sequence of steps:

1. calculate the join of relations contained in the left part of the rule;

2. filter the resulting relation P using some the given restrictions, for instance,
a totality of facts;

3. if the rule requires substituting its left part for the right one, delete all links
contained in P from the initial knowledge base;

4. calculate the join T of relations contained in the right part of the rule;

5. filter T if necessary;

6. add all links contained in T into the knowledge base.

Classifying the rules in advance simplifies the calculations significantly. As the
rule shown in Figure 3 only requires adding a new link without deleting any other
links, we only need to calculate R1[XY ] ◦ R2[YW ] = [{K}{L}] ◦ [{L, T}{N}] =
[{K}{N}] and then add the derived n-tuple into the C-system matched to the
relation R3 : R3[XW ] = R3[XW ]∪ (R1[XY ] ◦R2[YW ]) = [{S}{N}]∪ [{K}{N}] =
[{S,K}{N}]. After all the necessary transformations, the semantic network will look
as follows: R1[XY ] = [{K}{L}], R2[YW ] = [{L, T}{N}], R3[XW ] = [{S,K}{N}].
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4.2 Correspondence between N-tuple Algebra and Predicate Calculus

In trivial case (when individual attributes do not correspond to multiplace rela-
tions), an n-tuple corresponds to conjunction of one-place predicates with different
variables. For example, a C-n-tuple P [XY Z] = [P1P2P3] where P1 ⊆ X; P2 ⊆ Y ;
P3 ⊆ Z corresponds to a logical formula H = P1(x) ∧ P2(y) ∧ P3(z).

A D-n-tuple P =
]
P1 P2 P3

[
corresponds to the negation of the formula H

(disjunction of one-place predicates) ¬H = ¬P1(x) ∨ ¬P2(y) ∨ ¬P3(z).
An elementary n-tuple that is a part of a non-empty NTA object corresponds

to a satisfying substitution in a logical formula.
An empty NTA object corresponds to an identically false formula.
An NTA object that equals any particular universe corresponds to a valid for-

mula, or a tautology.
A non-empty NTA object corresponds to a satisfiable formula.
In NTA, attribute domains can be any arbitrary sets that are not necessarily

equal to each other. This means that NTA structures correspond to formulas of
many-sorted predicate calculus.

Now let us consider quantifiers in NTA.
If a dummy attribute is added to a C-n-tuple or a C-system, the procedure

corresponds to the derivation rule of predicate calculus called generalization rule. For

example, if an NTA object G[XZ] =

[
{a, c} ∗
{a, c, d} {b, c}

]
corresponds to a formula

F (x, z) of predicate calculus, by adding a dummy attribute Y into this NTA object

we get an NTA object G1[XY Z] = +Y (G[XZ]) =

[
{a, c} ∗ ∗
{a, c, d} ∗ {b, c}

]
which

corresponds to the formula ∀yF (x, z) derived from the formula F (x, z) according
to generalization rule. This relation is obvious for C-n-tuples and C-systems, but
needs to be proved for D-n-tuples and D-systems.

Theorem 13. Adding a new dummy attribute to a D-n-tuple or a D-system cor-
responds to the formula ∀y(P ).

Proof. Let a D-n-tuple P [X1X2 . . . Xn] = ]P1P2 . . . Pn[ be given. If we add a dummy
attribute Y to it, we get Q[Y X1X2 . . . Xn] = ]ØP1P2 . . . Pn[. Transforming this NTA
objects into C-systems, we have

P =


P1 ∗ . . . ∗
∗ P2 . . . ∗
. . . . . . . . . . . .
∗ ∗ . . . Pn

 ; Q =


∗ P1 ∗ . . . ∗
∗ ∗ P2 . . . ∗
. . . . . . . . . . . . . . .
∗ ∗ ∗ . . . Pn


Hence, Q = +Y (P ) = ∀y(P ). 2

Suppose that a D-system R[X1X2 . . . Xn] is given. Let R1 = +Y (R) = R1[Y X1

X2 . . . Xn]. In the D-system R1, “Ø” are components of the attribute Y in all D-n-
tuples. After transforming this D-system into a C-system according to Theorem 9,
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the results in projection [X1X2 . . . Xn] are the same as in transformation of the D-
system R into a C-system, and dummy components “*” are now components of the
attribute Y in the C-system R1. Therefore, R1 = +Y (R) = ∀y(R).

The two theorems that follow define the semantics of the operation -Attr.

Theorem 14. Let R[. . . X . . .] be a C-system that has no C-n-tuples with empty
components in the X attribute. Then for the predicate P (. . . , x, . . .) that corre-
sponds to this C-system, the formula −X(R) corresponds to the formula ∃x(P ).

Proof. Let R be a C-n-tuple. Then under the conditions of the theorem corre-
spondence −X(R) ⇔ ∃x(P ) is evident. Let R be a C-system that contains C-
n-tuples R1, R2, . . . , Rn. This means that R = R1 ∪ R2 ∪ . . . ∪ Rn. Formula
P = P1 ∨ P2 ∨ . . . ∨ Pn, where Pi are formulae that correspond to C-n-tuples Ri

corresponds to this formula in predicate calculus. Applying −X operation to R, we
get −X(R) = −X(R1) ∪ −X(R2) ∪ . . .−X(Rn).

A formula of predicate calculus ∃x(P1)∨∃x(P2)∨ . . .∨∃x(Pn) corresponds to the
right part of the above equality. According to the rules of equivalent transformations
in mathematical logic, the formula equals to a formula ∃x(P1∨P2∨ . . .∨Pn), which
is ∃x(P ) after substitution. 2

Theorem 15. Let R[. . . X . . .] be a D-system that has no D-n-tuples with compo-
nents “*” in the X attribute. Then for a predicate P (. . . , x, . . .) corresponding to
this D-system, formula −X(R) corresponds to the formula ∀x(P ).

Proof. The formula ∀x(P ) is known to be equal to ¬(∃x(¬P )). A C-system R that
equals to the complement of the D-system R corresponds to the expression ¬P .
Q = −X(R) corresponds to the formula ∃x(¬P ) since satisfies the conditions of
Theorem 14. Then ¬(∃x(¬P )) is an NTA object that equals a D-system all of whose
components equal the complements of corresponding components of Q. Therefore,
Q = −X(R) as the attribute X has been eliminated from the C-system R. 2

Hence, if an attribute (e.g. X) is eliminated from a C-system, it means that
the quantifier ∃x is applied to this object, and if this attribute is eliminated from
a D-system, it means that the quantifier ∀x is applied to this object. For example,
let a C-system and its complement expressed as a D-system be given:

Q[XY Z] =

[
{a, b, d} {f, h} {b}
{b, c} ∗ {a, c}

]

and

Q[XY Z] =

]
{c} {g} {a, c}
{a, d} Ø {b}

[
.

Then

∃x(Q[XY Z]) =

[
{f, h} {b}
∗ {a, c}

]
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and

∀x(Q[XY Z]) =

]
{g} {a, c}
Ø {b}

[
.

The next section is concerned with logical inference techniques in NTA. These
techniques are applicable to the knowledge and data structures introduced earlier,
as well as to certain different ones (e.g. relational tables in deductive DBs).

4.3 Systems with Measurable Attributes

Many attributes, e.g. duration, length, etc., can be given as systems of open, closed
and semi-open intervals. Modern measure theory is based on this type of data being
described by semi-ring algebra [8], while in NTA algebra of components corresponds
to the laws of algebra of sets. As we found, this incompliance can be eliminated
with the following method that we called interval quantization method (IQM).

Let a closed interval Ω on a numeric axis be the definitional domain of a certain
attribute, and a finite set E = {Ei} of closed intervals be given for which Ei ⊆ Ω. On
the numeric axis, the margins of the intervals are represented by sets of coordinates
of their initial and end points. By arranging these coordinates in ascending order,
we can split the system of intervals into quanta, i.e. into points and open intervals.
It is clear that in this case the interval Ω is split into a certain composite set that
contains m open intervals and m+ 1 isolated points, two of which are endpoints of
the interval Ω. Methodological difficulties caused by the fact that the set consists
of heterogeneous objects (points and intervals) can be solved if we define a point as
a degenerate interval of zero measure.

An example of quantization process for four intervals E1, E2, E3, E4 is shown in
Figure 4. Intervals Ei are moved above the numeric axis for visualization purposes.

 

 

 

 

 

E1 ⇒ 
E2 ⇒ 
E3 ⇒ 
E4 ⇒ 
Ω  ⇒ 
            P   a    b           c      d      e      f          g     h                Q 

	
   Fig. 4. Quantization of an interval system

Here, the interval Ω whose endpoints are P and Q, contains inner points a, b,
. . . , h. Accordingly, each interval Ei can be represented as a set of quanta; for
example, the closed interval E3 is a set that contains points and open intervals:
E3 = {c, d, e, f, (c, d), (d, e), (e, f)}. If we are concerned only with the metric prop-
erties of the objects that we are describing, we can represent the interval E3 as
a set {(c, d), (d, e), (e, f)} of open non-intersecting intervals. By similar quantiza-
tion for each measurable attribute, we can represent the metric space as an NTA
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object whose components are ordinary sets, the introduced notations for points and
intervals being their elements. Methods of immersion NTA structures into a metric
space are now used for logic-probabilistic analysis of systems [14].

When an interval system (Ω, E) for a certain attribute is transformed into an ele-
mentary interval system (Ω, F ), where E = {Ei} is a set of the initial intervals, and
F = {Fr} is a set of quanta, the following relation is true for any Ei:

Ei =
⋃
k

Fk,

where Fk are certain quanta of F . In this case, the measure µ for the initial inter-
val Ei is calculated by the formula below:

µ(Ei) =
∑
k

µ(Fk).

We have proved that in NTA, if each component of a C-n-tuple has a finite measure,
the measure of this C-n-tuple is the product of its components’ measures. For
example, for a C-n-tuple C1 = [{(a, c), (e, g)} {(i, k), (n, p)}],

µ(C1) = (µ((a, c)) + µ((e, g)))× (µ((i, k)) + µ((n, p))).

When calculating the measure of a C-system it is important to remember that the
intersection of its C-n-tuples can be nonempty, and to make applicable corrections
using the relation µ(A ∪ B) = µ(A) + µ(B)− µ(A ∩ B) for arbitrary C-n-tuples A
and B.

Now let us consider an example of IQM implementation. Let the following
logical formula whose satisfiability needs to be checked, be given:

(x > 3) ∧ (x < 4) ∧ (y > 2) ∧ (y < 7) ∧ (z > 5) ∧ (z < 6) ∧ (x > y) ∧ (y > z). (3)

Considering the applicable generalized operations (see Section 3.2) the NTA expres-
sion below corresponds to the analyzed formula:

P [XY Z] ∩G MORE [Y Z] ∩G MORE [XY ],

where the C-n-tuple P [XY Z] = [{(3, 4)}, {(2, 7)}, {(5, 6)}] corresponds to the ex-
pression (x > 3) ∧ (x < 4) ∧ (y > 2) ∧ (y < 7) ∧ (z > 5) ∧ (z < 6). Re-
lations MORE [Y Z] and MORE [XY ] correspond to the predicates (x > y) and
(y > z), their generalized intersection corresponding to the relational join operation.
Thus, the satisfiability problem comes down to finding the measure of a C-system
P [XY Z] ∩G (MORE [Y Z]⊕MORE [XY ]). If this measure is not equal to zero, the
formula (3) is satisfiable, a domain of nonzero volume corresponding to this formula
in property space X × Y × Z. If the opposite is true, the formula is not satisfiable.

Since only the metric aspects are of interest to us, let us express the components
of the C-n-tuple P [XY Z] trough quanta (2, 3), (3, 4), (4, 5), (5, 6), (6, 7):

P [XY Z] = [{(3, 4)}, {(2, 3)}, {(3, 4)}, {(4, 5)}, {(5, 6)}, {(6, 7)}, {(5, 6)}] .
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Having substituted the values of attributes from the P [XY Z] into predicates
(x > y) and (y > z), we get sets of points that comprise C-systems MORE [XY ]
and MORE [Y Z] (these points are shown in dark grey in Figure 5):

                   x > y                                                                            y > z 
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Fig. 5. Cartesian products of intervals

Obviously, these two areas have no common elements (quanta) in the attribu-
te Y . Therefore, MORE [Y Z]⊕MORE [XY ] = Ø, and µ(MORE [Y Z]⊕MORE [XY ])
= 0.

Thus, the IQM allows to determine unsatisfiability of logical formulae which
contain measurable attributes as well as implement logical inference based on struc-
ture analysis of logical formulae, including formulas that contain elementary unitary
and binary predicates with no quantifiers [21].

4.4 Relational Database Management Systems

Relations using the primary key concept are a particular case of NTA objects, since
any NTA object can be split into a set of elementary n-tuples. However, elementary
n-tuples do not use specific properties of NTA structures, thus it is rational to use
NTA only for relations whose n-tuple components are sets, not elements. Such rela-
tions can be used for representing graphs and networks, as well as some projections
of regular DB tables. If required, associative search can be an efficient alternative
to primary key search method in such structures.

Let us consider the way DBMS queries are expressed in NTA. Let a BD use
a relation expressed as an NTA object P [XY Z]. In the relation P , we need to
find all possible values for attributes X and Y , attribute Z being within the given
range D. In SQL, this query looks as follows:

SELECT X, Y FROM P WHERE Z ⊆ D.

In NTA, this query is expressed through an NTA object called a selector, in this
case, a C-n-tuple Q1[Z] = [D]. We can get the answer to the query by calculating
P [XY Z] ∩G Q1[Z].
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Let us consider an example in which a relation join is required. Suppose that, be-
side the relation P [XY Z], our DB contains a relation R[Y VW ], and we need to find
the values X and V , if Z = a. In SQL, this is written as SELECT X, V FROM P,R
WHERE Z = a AND P.Y = R.Y .

Obviously, in NTA the relation diagram of the query corresponds to the relation
diagram of the NTA object derived by joining P and R. Then the query can be
written as a C-n-tuple Q2[Z] = [{a}], and the answer to the query are attributes X
and V , as calculated by this formula:

(P [XY Z]⊕R[Y VW ]) ∩G Q2[Z].

NTA allows implementing queries that are impossible in DBMS, such as queries
addressed to relation complements. This can be implemented not only through
C-n-tuples and C-systems, but also through more complex NTA objects.

In NTA structures, recursive queries can be implemented through calculating
transitive closures of the corresponding relations, followed by selecting and elimi-
nating attributes. This subject is discussed in detail in the section below.

4.5 Deductive Databases

Deductive DBMS widely use functional systems theory and proof-theoretic ap-
proach. In such DBMS, query execution involves proving a certain theorem through
special deductive axioms and inference rules. Here, the basic axioms correspond-
ing to domain elements and n-tuples of basic relations constitute the extensional
database (EDB) of the DBMS, and the auxiliary axioms and consistency constraints
comprise its intensional database (IDB). A language of any calculus used in formu-
lating query and in logical inference for answering it, is commonly called a Datalog,
and a description in this language is called a Datalog program. The term “Datalog
rules” refers to the part of the Datalog program that contains no facts. One of the
features of deductive DBMS is recursive query support. Let us consider an example
of a Datalog program in which the facts are arranged in the Points table (see Tab-
le 1), and the rules allow finding all pairs of values of A (departure point) and B
(destination point), where A and B are, respectively, the beginning and the end of
a valid route from A to B.

Departure point Destination point

Washington Los Angeles

Los Angeles New York

New York Washington

New York Chicago

Table 1. Points
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Datalog rules:

points(departure point ; destination point)

⊃ route(departure point , destination point),

route(departure point , intermediate point)

∧ route(intermediate point , destination point)

∧ departure point 6= destination point ⊃ route(departure point , destination point).

In NTA language, the predicate (relation) Points can be represented as follows:

T =

 {Washington} {LosAngeles}
{LosAngeles} {NewYork}
{NewYork} {Washington,Chicago}

 .
The given Datalog program is implemented in NTA through a transitive closure

T+ = T ∪ T 2 ∪ T 3 ∪ . . . ∪ T k, where k ≤ n. This can be obtained in several steps.

Step 1.

T 2 = T ◦ T =

 {Washington} {NewYork}
{LosAngeles} {Washington,Chicago}
{NewYork} {LosAngeles}

 ,

T ∪ T 2 =

 {Washington} {LosAngeles,NewYork}
{LosAngeles} {NewYork,Washington,Chicago}
{NewYork} {Washington,Chicago,LosAngeles}

 .
Evidently, at the first step, the C-system derived from union of T and T 2 contains
new elementary n-tuples, as compared to the C-system T . Now let us go on to
the second step.

Step 2.

T 3 =

 {Washington} {Washington,Chicago}
{LosAngeles} {LosAngeles}
{NewYork} {NewYork}

 ,
Since the departure point is not equal to the destination point, the final line is
T 3 =

[
{Washington} {Chicago}

]
.

T ∪ T 2 ∪ T 3 =

 {Washington} {LosAngeles,NewYork,Chicago}
{LosAngeles} {NewYork,Washington,Chicago}
{NewYork} {Chicago,Washington,LosAngeles}

 ,
Executing the rest of the steps yields no changes in the final table; therefore, we

have obtained the transitive closure T+ of the relation T . The relation T+ can be
matched to the Route predicate in the Datalog rules.
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5 LOGICAL INFERENCE IN NTA

5.1 Computational Complexity of Algebraic Operations
in Logical Inference

The most popular systems of logical inference in mathematical logic are as follows:

1. Hilbert-style calculi proposed in [7];

2. natural deduction calculus developed by logician G.Gentzen [6];

3. logical inference based on Resolution Principle that became widely known after
the article [2] was published.

Logical inference systems often use two theorems introduced and proved in [1] (they
have numbers 2.1 and 2.2 there). They are reproduced below since they allow to
derive logical corollaries by algebraic methods as well as by inference rules.

Theorem 16. Let formulas F1, . . . , Fn and G be given. Then G is a logical corollary
to F1, . . . , Fn if and only if the formula ((F1 ∧ . . . ∧ Fn) ⊃ G) is a valid one.

Theorem 17. Let formulas F1, . . . , Fn and G be given. Then G is a logical corollary
to F1, . . . , Fn if and only if the formula (F1 ∧ . . . ∧ Fn ∧ ¬G) is inconsistent.

Logical inference in NTA is based on the Theorems 16 and 17 which can be
expressed in NTA terms as follows, since NTA is isomorphic to algebra of sets.

Method 1. Let NTA objects F1, . . . , Fn and G be given. Then G is a logical corol-
lary to F1, . . . , Fn if and only if (F1 ∩G . . .∩G Fn) 6= Ø and (F1 ∩G . . .∩G Fn) ⊆G G.

Method 2. Let NTA objects F1, . . . , Fn and G be given. Then G is a logical corol-
lary to F1, . . . , Fn if and only if (F1∩G . . .∩GFn) 6= Ø and F1∩G . . .∩GFn∩GG = Ø.

NTA structures can be polynomially reduced to logical ones; hence computa-
tional complexity of algorithms on NTA structures fully corresponds to computa-
tional complexity of algorithms solving problems on logical structures. A significant
number of such problems arising during logical analysis by means of deduction proce-
dures, for instance, the satisfiability problem for a conjunctive normal form (CNF),
are NP-complete problems with regard to their computational complexity (i.e. they
require algorithms of exponential complexity). However, there are many special
cases that are solvable in polynomial time only. As far as the problem of CNF sa-
tisfiability is concerned, they are CNFs with at most two literals in every clause or
CNFs with Horn clauses only. Identifying cases where we can recognize satisfiability
in polynomial time is of great importance for applied research since it reduces the
time required for implementation of algorithms.

The special cases mentioned above can be expressed in NTA structures as well;
however, NTA has its own means for reducing laboriousness and sometimes com-
putational complexity of algorithms. These will be briefly introduced in the next
section.



1318 B. Kulik, A. Fridman, A. Zuenko

In NTA, deducibility checks are not based on inference rules; rather, they check
enclosure of certain NTA objects into each other or emptiness of intersection of
certain relations including NTA objects related to alternative classes. Consequently,
in order to implement logical inference in NTA, we need to solve two key problems,
namely enclosure check for two NTA objects and transformation of an NTA object
into one of alternative classes. In general case, complexity of these problems is
greater than polynomial, coinciding with complexity of similar problems expressed
in terms of mathematical logic.

Enclosure check for two NTA objects (A ⊆G B) corresponds to validity check
for implication A ⊃ B in logic. Transformation of an NTA object into object of
an alternative class is equivalent to transformation a CNF into a DNF or vice versa.

Table 2 contains different combinations of NTA objects; those marked with
a symbol “+” are the ones for which the algorithms for applicable operations are
polynomial, given that all attribute domains are sets rather than multiplace rela-
tions.

Operation C-n-tuple C-system D-n-tuple D-system

Member check for an elementary
n-tuple

+ + + +

Check of enclosure
of a C-n-tuple into

+ + +

Check of enclosure
of a C-system into

+ + +

Check of enclosure
of a D-n-tuple into

+ + +

Check of enclosure
of a D-system into

Table 2. Complexity of NTA operations

Table 2 shows that computational complexity of operations depends on the
structure class of the NTA objects used in the operations. For instance, enclosure
check of a C-n-tuple into a C-system has exponential computational complexity
while enclosure check of a C-n-tuple or even a C-system into a D-system is polyno-
mial.

Transformation of an NTA object into one of an alternative class when the initial
object is a D-system or a C-system is computationally harder than an NP-complete
problem; it belongs to the class of #P-complete problems, i.e. enumeration ones.

Maximum complexity estimate for transformation of an NTA object into one of
an alternative class is easy to calculate. Suppose we have a D-system of dimension
M × N , where M is the number of rows and N is the number of columns of this
structure. Then every D-n-tuple can be transformed into a C-system with no more
than N rows, and solving this problem will take M − 1 sequential calculations
of intersections. If we consider the complexity of intersection for two C-n-tuples
a constant B, then the maximum computational complexity of this operation is
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B · NM−1 given that every intersection is nonempty. This estimate is evidently
greater than the one for a problem of CNF satisfiability.

Transformation of D-systems into C-systems is of most interest for implemen-
tation of logical inference, since in NTA a D-system is isomorphic to a CNF and
a C-system can be considered a set of satisfying substitutions for this CNF. Hence
for this transformation we need to solve a problem of CNF satisfiability, one of the
most popular problems in applications of logical inference theory and computational
complexity theory. This solution is clearly redundant as it gives all elementary n-
tuples or C-tuples contained in the D-system, while it would be enough to find only
one of them to declare the D-system is not empty; but the solution is acceptable
when some analysis of satisfying substitutions is needed beside determining of the
CNF satisfiability.

In practice, a CNF satisfiability (D-system emptiness) check is the initial stage
of any algorithm for transformation of a D-system into a C-system since the trans-
formation makes sense only if the initial D-system is not empty. This stage can be
the only one if no analysis of satisfying substitutions is required. A CNF satisfiabi-
lity check is also performed during enclosure checks for NTA objects; moreover, it
is the main source of complexity in this case.

The material stated above lets us conclude that in NTA, as well as in many
other logical systems, a laboriousness decrease for the problem of CNF satisfiability
allows to shorten not only certain steps of logical inference algorithms, but also the
whole inference procedure, if it can be reduced to the said problem.

In NTA, a decrease in laboriousness and sometimes in computational complexity
as well, is mostly realized by using matrix properties of NTA objects; we are now
going to describe these properties below.

5.2 Matrix Properties of NTA Objects (Case Study: CNF Satisfiability)

In artificial intelligence systems, CNF satisfiability is an important problem for the
following reasons:

1. In complexity theory, CNF satisfiability is the basic NP-complete problem. It
has been proven that, using rational coding, any NP-class problem can be rep-
resented as a CNF, and that converting any NP-class problem to CNF takes
polynomial time.

2. Based on Theorem 17, the resolution principle was stated for both propositional
and predicate calculus; this principle is now widely used in machine implemen-
tations of artificial intelligence systems. According to this principle, the formula
F1 ∧ . . .∧ Fn ∧¬G is converted to CNF, and logical inference is narrowed down
to solving a CNF satisfiability problem.

Thus, it is important to find new CNF classes with a polynomially recognizable
satisfiability property.
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NTA structures (n-tuples and systems of n-tuples) look like matrices. Although
operations on NTA objects are substantially different from matrix-algebra opera-
tions, the former have many properties of matrix structures, which can be used to
reduce laboriousness in many NTA operations, e.g. in solving the problem of CNF
satisfiability/emptiness of a D-system.

Let an arbitrary D-n-tuple = ]s1s2 . . . sn[ be given. If the set of its compo-
nents can be divided into R nonempty nonintersecting subsets that make up D-n-
tuples Dj, then

D =
R⋃

j=1

Dj.

For example, if aD-n-tuple ]s1s2s3s4s5s6s7[ is split into threeD-n-tuples ]s2s4s6[,
]s1s3s5[ and ]s7[, reducing these to the same relation diagram transforms them into
D-n-tuples ]Øs2Øs4Øs6Ø[, ]s1Øs3Øs5ØØ[ and ]ØØØØØØs7[. Union of these rela-
tions equals the initial D-n-tuple.

Similarly, under the same splitting conditions, for C-n-tuples C, Ci it is true
that

C =
R⋂

j=1

Cj.

Let T be a D-system represented as a matrix of components whose dimensions
are M ×N (M rows and N columns). Let us divide this D-system into R vertical
blocks R (j = 1, 2, . . . , R) by vertical lines. Let Di (i = 1, 2, . . . ,M) be a D-n-tuple
that is represented by the ith row of the matrix T , then T =

⋂M
i=1Di. Let Dij

denote the D-n-tuple represented by a subrow of the ith row from the jth block in
the matrix T . Then, Di =

⋃R
j=1Dij, and T =

⋂M
i=1

(⋃R
j=1Dij

)
. By removing the

brackets in the last equation, we get the relation stated in the following theorem.

Theorem 18. If a D-system matrix T with dimensions M × N is divided into R
vertical blocks (R < N), the following is true:

T =
S⋃

j=1

(
M⋂
i=1

Dij

)
,

where S = RM .

One of the corollaries to the Theorem 18 is that a D-system is nonempty if at
least one D-system

⋂M
i=1Dij is nonempty, whatever the division into vertical blocks

is. For example, D-system

]
t11 t12 t13 t14
t21 t22 t23 t24

[
is divided into two vertical blocks.

In accordance with the theorem, it can be represented as a union of four D-systems( ]
t11 Ø Ø Ø

[
∪
]

Ø t12 t13 t14
[ )

∩
( ]

t21 Ø Ø Ø
[
∪
]

Ø t22 t23 t24
[ )
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=

]
t11 Ø Ø Ø
t21 Ø Ø Ø

[
∪
]
t11 Ø Ø Ø
Ø t22 t23 t24

[

∪
]

Ø t12 t13 t14
t21 Ø Ø Ø

[
∪
]

Ø t12 t13 t14
Ø t22 t23 t24

[
.

If at least one of the final D-systems is nonempty, then the initial D-system is
nonempty as well.

While being inapplicable to solving practical problems, this theorem provides
the grounds for some corollaries of practical importance. Let us introduce some new
terms that we use for considering these corollaries below.

A conflicting pair of a D-system is a nonintersecting pair of nonempty compo-
nents in the same attribute.

A conflict attribute of a D-system is an attribute in which the intersection of
all nonempty components is empty; if this intersection is nonempty, this attribute
is a non-conflict attribute.

A non-conflict block (BlNC) of a D-system is its vertical block that contains
only non-conflict attributes. Respectively, a vertical block that contains conflict
attributes is a conflict block (BlC). From the definitions, it is clear that a non-
conflict block can contain empty components, while the intersection of all nonempty
components in each attribute of this block is nonempty.

A monotonous attribute of a D-system is a non-conflict attribute that contains
no empty components.

A monotonous block (BlM) of a D-system is a non-conflict block that contains
no D-n-tuples all of whose components are empty.

For a D-system Q[X] containing a monotonous block BlM(Q), let us construct
a C-n-tuple Cint[X], each of whose components that corresponds to an attribute from
the relation diagram of the monotonous block equals the intersection of all nonempty
components of the block belonging to this attribute, the rest of the components of
this C-n-tuple being dummy ones, i.e. equal to “*”.

Theorem 19. If a D-system Q contains a monotonous block, it is nonempty, and
Cint ⊆ Q.

Proof. It is clear that under the hypothesis of the theorem Cint 6= Ø, and that
for each D-n-tuple Qi in the system Q Cint ⊆ Qi is true, since each monotonous
block always has a nonempty component which includes the corresponding Cint

component. This implies that Cint ⊆ Q. 2

Let us consider the following D-system as an example:

T =

 {A,B} {f, g} {a, c, d}
Ø {e} {b, c}
{A} {g, h} Ø


It is easy to see that the first and the third attribute in the T are non-conflict

and that they make up a monotonous block. Respectively, Cint = [{A} ∗ {c}].
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According to Theorem 19, T is nonempty and Cint ⊆ T , which is also verified
through Theorems 11 and 12.

Let us now consider D-systems with non-conflict blocks that contain D-n-tuples
all of whose components are empty. Let a D-system Q contain a non-conflict block
T1 = BlNC(Q). Then after the applicable swaps of rows and columns, the D-

system Q can be represented as a block matrix T =

∥∥∥∥∥ T11 T12
T21 T22

∥∥∥∥∥, where T11 is

a submatrix of the matrix Q whose D-n-tuples have no empty components and T12
is a submatrix of the matrix Q whose D-n-tuples contain only empty components.

Theorem 20. If a D-system Q has a non-conflict block, then Q is nonempty, if
and only if after dividing Q into a block matrix T the D-system represented by the
block T22 is non-empty.

Proof. Necessity. From Theorem 18, it is clear that one of the D-systems that
is the result of intersection of the blocks on the main diagonal can be represented

as a block matrix

∥∥∥∥∥ T11 Ø
Ø T22

∥∥∥∥∥. Since the D-system T11 is monotonous, there is

a nonempty C-n-tuple C11, where C11 ⊆ T11. If T22 is nonempty, in the projection
corresponding to T22 there exists such a C-n-tuple C22 that C22 ⊆ T22. Intersection
of C11 and C22 forms a non-empty C-n-tuple C0, since all non-dummy components of
the n-tuple C11 correspond to the dummy components of the C-n-tuple C22 and vice
versa. From Theorems 11 and 12, C0 ⊆ T . Sufficiency. Suppose that T22 is empty,
and Q is nonempty. Then T22 is equivalent to a D-system of the same dimension,
all of whose components are empty sets. If we substitute this D-system for T22, the
lower part of the block matrix will contain D-n-tuples all of whose components are
empty; therefore, the corresponding D-system is also empty. 2

Let us analyze the following D-system as an example:

Q =


{A,B} {e, f} {a, b} Ø

Ø {g, h} Ø {e}
{A} {e} {b} {f, g}
Ø {e, h} Ø {g, h}

 .

Its first and third columns are non-conflict. Therefore, after the applicable swap
of rows and columns, it can be converted to an equivalent block matrix

Q1 =


{A,B} {a, b} {e, f} Ø
{A} {b} {e} {f, g}
Ø Ø {g, h} {e}
Ø Ø {e, h} {g, h}

 .

To check nonemptiness of this D-system it is sufficient to check nonemptiness

of the D-system T22 =

]
{g, h} {e}
{e, h} {g, h}

[
. The first column of this D-system is
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monotonous, therefore, it is nonempty and contains the C-n-tuple C22 = [{h}∗].
The monotonous block T11 contains a C-n-tuple [{A}{b}]. After reducing these
C-n-tuples to the same relation diagram, their intersection equals the C-n-tuple
C0 = [{A}{b}{h}∗]. After swapping the attributes in accordance with the relation
diagram of the initial D-system Q, this C-n-tuple is transformed into the C-n-tuple
[{A}{h}{b}∗], which is the substitution for the D-system Q. With Theorems 11
and 12, we can verify that this substitution is correct.

This example shows that, in the same D-system, relations stated in Theorems 19
and 20 can be used more than once, and that in some cases solving a problem in
polynomial time is possible. Obviously, for an arbitrary D-system, the algorithm
for finding non-conflict and monotonous blocks is polynomially dependent on the
dimensions of this system. Furthermore, if a D-system has any monotonous blocks,
its nonemptiness is checked through an algorithm that is polynomially dependent
on the matrix dimensions of this D-system; and if a D-system has any non-conflict
blocks, another D-system of smaller dimensions can be used to check nonemptiness
of the initial D-system.

In algorithms for solving CNF satisfiability problems and enclosure checks for
NTA objects, such as for C-n-tuples in C-systems, matrix properties of NTA objects
are widely used. At present, satisfiability recognition algorithms are developed to
the greatest extent in propositional calculus. It has been proven [10] that, if a CNF
is represented as a D-system that contains only three equally distributed (with the
probability of 1/3) symbols: 1, 0 and Ø, this CNF is solvable, on the average, in
polynomial time, this time being less than or equal to a third degree polynomial to
the number of conjuncts.

5.3 New Features of Logical Inference In NTA

Previous sections were concerned with using NTA structures for implementing
known methods of logical inference. New implementations of logical procedures
based on the suggested algebraic approach are presented below.

Suppose that we have a system of axioms A1, . . . , An represented as NTA objects.
Let us describe methods for solving the following two problems through NTA.

1. Problem of correctness check for a consequence. If we have an alleged conse-
quence B, the proof procedure is a correctness check for the following generalized
inclusion:

(A1 ∩G . . . ∩G An) ⊆G B. (4)

This relation allows correctness checks not only for the inference rules of classical
logic, but also for rules specific to a certain knowledge system.

2. Problem of derivation of arbitrary consequences. In order to solve this problem,
we first calculate an NTA object A = A1 ∩G . . . ∩G An, after which we choose
the Bi for which A ⊆G Bi is true. The authors have developed algorithms
that allow to calculate possible corollaries for a known A using the relation (4).
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Below we will consider A as a C-system. If it is not true for a given A, it can
be transformed into a system using algorithms for transforming D-n-tuples or
D-systems into C-systems.

The following premises are commonly used for searching for possible conse-
quences:

1. consequence Bi should preferably use only a small number of variables from the
axioms A1, . . . , An;

2. the variables used are often determined based on semantic analysis of the given
reasoning system.

Let us consider formal methods (i.e. without taking semantic restrictions into
account) for solving Problem 2.

Decreasing the number of variables in Bi is possible through eliminating some
attributes from A. Obviously, after this the transformation relation A ⊆G Bi is
true. Eliminating attributes from a C-system yields a projection whose properties
determine the subsequent operations for consequence derivation. Such projection
can be complete, i.e. can contain all elementary n-tuples for their relation diagram,
or incomplete, if the opposite is true. If a projection is complete, it means that the
consequence is a tautology and thus holds no interest for us; this is why we will
consider incomplete projections only.

Let us form a group of incomplete projections for the A. In this case, all the
variety of ways to form possible consequences Bi can be expressed by the following
three rules:

1. keep one of the incomplete projections as a Bi;

2. choose any projection as a Bi, provided that it includes at least one incomplete
projection;

3. for the NTA object chosen according to the rules above, construct, by adding
elementary n-tuples or C-n-tuples, an incomplete NTA object that covers it.

As an example, let us prove correctness of one of the inference rules in natural
calculus called the dilemma rule:

A→ C,B → C,A ∨B
C

.

It is implied that the formulas below the solidus are derived from the ones
above it. The upper formulas can be considered axioms, and the lower ones can
be considered corollaries to these axioms. By transforming the conjunction of the
formulas above the solidus into a D-system within the [ABC] relation diagram, we

get Up[ABC] =

 {0} Ø {1}
Ø {0} {1}
{1} {1} Ø

. The lower part of the rule can be expressed

as a C-n-tuple Dn[C] = [{1}]. In order to prove by NTA methods that the given
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rule is true, we need to verify the relation Up[ABC] ⊆G Dn[C]. In this case, when
the Up is a D-system and the inclusion check does not come down to algorithms
of polynomial difficulty (see Table 2), it is rational to calculate Up[ABC]∩GDn[C]
and to check if the derived system is empty by using methods from the Section 5.2
and from [9].

Transforming Up[ABC] into a C-system (this operation is often more laborious;

then emptiness check for a D-system) yields Up[ABC] =

[
{1} {0} {1}
∗ {1} {1}

]
. In

this case, the inclusion check Up[ABC] ⊆G Dn[C] is feasible by an algorithm of
polynomial hardness.

This problem is a good example for implementing search for arbitrary conse-
quences. Let us find incomplete projections in the C-system Up[ABC]. These
projections are [C], [AB], [AC] and [BC]. For the first projection, we get Up[C] =[
{1}
{1}

]
= [{1}], which corresponds to the logical formula of the C. The projections

[AC] and [BC] ultimately yield the same result. The projection [AB] corresponds
to the formula A ∨B.

The suggested approach allows to use algebraic methods for solving problems
of logical inference. Moreover, it allows to see the essence of logical inference in
classical logic in a new light. We know that if A ⊆ B is true, it means that B
is a necessary condition or a property of A. The relation (4) shows that a logical
consequence is correct not only because it has been obtained using inference rules
whose meaning may not always be clear, but also because it is a necessary condition
for existence of the antecedent.

Above, we have already considered some examples of using algebraic approach
for processing basic structures of data and knowledge. Let us now analyze in detail
some ways of using NTA in certain existing program systems.

6 CONCLUSION

This article suggests using algebraic approach based on general theory of multiplace
relations for solving logical analysis problems, the mathematical base for this ap-
proach being NTA, which is considered a Boolean structure in abstract algebra. The
suggested generalized operations and relations significantly broadens the analytical
scope and application field of NTA objects as compared to those of mathematical
structures currently used for modeling and analyzing relations, e.g. in theory of
binary relations or in relational algebra.

The research data given above shows that NTA allows to unify processing various
data and knowledge structures in artificial intelligence systems. Todays knowledge
representation languages are declarative, which makes it difficult to find efficient
algorithms for information systems that use heterogeneous structures, as well as
for assessing operation speed of an algorithm. Conversely, in n-tuple algebra, many
declarative commands can be represented as relatively simple procedures. As for im-



1326 B. Kulik, A. Fridman, A. Zuenko

plementing logical inference procedures in n-tuple algebra, these can include, beside
the known logical calculus methods, new algebraic methods for checking correctness
of a consequence or for finding corollaries to a given axiom system.

In some cases, NTA provides a faster solution to standard logical analysis tasks
as it considers not only feasibility of certain substitutions, but also the inner struc-
ture of knowledge to be processed. NTA allows to efficiently parallelize logical
inference algorithms, i.e. to process knowledge in a way similar to that of tabular
data processing in relational DBMS. Matrix properties of NTA objects allow to fur-
ther decrease laboriousness of intellectual procedures. We found new structural and
statistical classes of CNF with polynomially identifiable satisfiability properties in
NTA. Consequently, many algorithms whose complexity evaluation is theoretically
high, e.g. exponential, can in practice be solved in polynomial time, on the aver-
age. This substantiates that using algebraic approach is practical not only for data
management, but also for knowledge processing.

We are planning to conduct future research in the following directions:

• context-oriented database (knowledge base) management systems [3, 20];

• research on additional means of immersing NTA structures into measure spa-
ces [14];

• modelling intelligent dynamic systems [12, 18] within situational approach [4, 5].
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