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Abstract. This paper sumarizes the data preprocessing methods used for model-
ling of laser beam impact. At the beginning, it gives a short overview of physical
background of interaction between a laser beam and processed material. Also the
input data sets are described and the way of their acquisition is shown, so that the
reader could get a good idea of the whole problem. The main content of the paper
is formed by description of the data preparation process that consists of several
steps — automatic heat-affected area detection, samples parameterization and their
surface approximation. In all cases our methods with the best results are described
in a detail. At the end of the paper, our results are summarized, discussed and
possible plans for the future research are introduced.
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1 INTRODUCTION

The work described in this paper is a part of a larger project that deals with laser
engraving control and modelling of laser engraving process. We are interested in
the processing of the measured data, its visualization and laser engraving modelling
and simulation. For our work, we use data of real samples engraved by a laser and
measured by a confocal microscope. Basics of data acquisition and its format are
outlined in Section 1.2.
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The main part of the paper describes preprocessing of real data. Samples are
parameterized and from the set of computed parameters a new sample surface can
be artificially generated. Our solution of these problems is described in Sections 2.2
and 2.3. Several times during the data preprocessing we need to detect the area
modified during the engraving process by the laser beam (e.g. for the sample pa-
rameterization or comparison of samples). Our approach is explained in Section 2.1.
To understand the real data well, we had to analyze the real engraved samples.
Therefore we learned about the structure of the sample as much as possible in order
to understand the physical background of the laser engraving process (for details,
see Section 1.1). Finally, data preprocessing results are summarized in Section 3.
Section 4 concludes the paper.

1.1 Laser-Engraving Process

To be able to model samples engraved by laser beam, we have to understand the
process of laser engraving well. Laser beam is an electromagnetic radiation. When
this radiation strikes a surface of the material, some radiation is reflected, some
absorbed and some transmitted. For laser processing of a material, the most im-
portant is absorption of the radiation which causes excitation of free electrons (in
metals), vibrating in the material structure (in insulators), or both (in semiconduc-
tors). We detect all these processes as heat. The heat generated at the surface that
is directly affected by the laser beam is conducted into the material. If the laser
intensity is high enough, the incident material heats, melts and if it reaches the boil-
ing point, it starts to vaporize. The three phases can be seen from the cross-section
view in Figure 1. The solid arrows indicate the laser beam direction, dashed arrows
show the heat conduction in the material and the molten and vaporized material is
highlighted with gray color.
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Fig. 1. Laser—material interaction phases: a) heating, b) melting, ¢) vaporization

Once vaporization has been initiated, vapor interacts with the laser, and ionizes.
Highly ionized vapor is called plasma. Vaporized particles, which are not affected
by the laser beam, move away from the surface of the material, lose their energy
and approximately 18 % of them condense back to the surface [3]. Moreover, vapor
evolving from the surface exerts a recoil pressure on the surface, which causes melt
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expulsion, schematically shown in Figure 2. The whole process and the details
related to the plasma phase are also described in [2, 4, 5, 18].

M

Fig. 2. Schematic representation of melt expulsion process

Finally, at the exposure site, a pit with a transition ring around it is left behind
(as shown in Figure 3).
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Fig. 3. Relief of a sample and the used terminology

1.2 Data Description and Aquisition

To obtain the data for simulation input, real samples have to be engraved by an
existing laser equipment into a real material and then measured. For each combina-
tion of a laser device configuration and a material, which is used for the simulation,
a special data set has to be prepared. Such set of data is called experiment. It
consists of samples engraved by the laser into a single point in the material. The
number of pulses goes in sequence, e.g. from 1 to 100 (in Figure 4, each pulse from
the sequence is engraved in a separate row).

After re-burning the same pulse several times while keeping the same conditions,
the results differ a little. Hence, each pulse count is repeated several times in order
to get an average result. Samples engraved by the same number of laser beam
pulses under the same conditions and laser settings are called ‘similar samples’ in
the following explanation. All samples we use are engraved by laser device BLS-
100 (Nd:YAG solid-material, lamp-pumped laser with wavelength of 1064 nm) into
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Fig. 4. The experiment layout

steel and cermet (a composite material composed of ceramic and metallic materials).
Parameters of burning are as follows: laser power 100 W, current 28 A, ray width
0.01 mm, diaphragm 1.8.

After the samples are engraved, they have to be measured. For this purpose,
confocal microscope Olympus LEXT OLS3100 is used. During the measurement we
focus only on one part of the material containing the engraved pulses. Resolution
and zoom are chosen, the material sample is scanned by confocal microscope and
the measured data set is saved into a file.

The description of each measured real sample is stored in the format of a height
map. This height map is formed by a matrix of real numbers, which express the
heights in a uniform rectangular grid.

To get a better idea about the appearance of a real sample see Figure 5, where
the 3D view on the sample and its cross-section are shown. The cross-section relief
contains several typical features, which have resulted from the engraving process
described in Section 1.1 and the character of used material. As can be seen, the heat-
affected area is not so well-bordered in comparison with the simplified relief shown
in Figure 3. The not-well-bordered heat-affected area causes the main problem that
is to be solved in automatic detection methods.

Fig. 5. 3D view on a sample with 100 laser pulses engraved into steel and its cross-section

Because during data preprocessing we also need to parametrize and approximate
the surface of the sample, we have to explore the sample surface in more detail.
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The real samples are measured in a very high level of detail and during careful
exploration, we can find the bumps originating from irregularity in the material
surface. In addition to material roughness, local defects in the material can be
detected here and there. Their size is variable and they are placed on the sample
surface completely randomly (Figure 5). The size of the irregularities depends on
the used material. The central part of the pulse (i.e., the area irradiated directly
by the laser beam) is also smooth and the bottom of the pit is a little bit rougher
(Figure 6a)). The most ragged surface part is the transition ring. The surface
is modulated by some concentric waves that are both regular (Figure 6b)) and
irregular (Figure 6¢)). Sometimes local defects with a considerable roughness can
appear, especially at the outer border of the transition ring (Figure 6d)). They are
caused by the ablated material that becomes cool and deposits in the area next to
the pit irregularly. At the outer border, roughness declines slowly and fades into
roughness of the bulk material.

Fig. 6. Examples from different parts of a typical sample surface

If we engrave the same sample for a second time, the result will never be the
same because at least the surface of the base material differs. Nevertheless, samples
burned into the same material are similar. Some characteristics of the burned sample
depend directly on the used material itself, some of them depend on the number of
laser pulses engraved into the material surface. That is why, for the modelling of
the sample surface, we can use parameterization to get a set of sample descriptors
and approximation to generate the material surface artifficially. Our approaches are
described in the following sections.

2 DATA PREPROCESSING

Data preprocessing runs in several steps. When we get a sample, the heat-affected
area has to be detected first, so that we know, which part of the sample should be
further processed. In the next step, parameterization of the heat-affected area is
provided. From the set of computed parameters any artificial sample surface can be
generated as an approximation of the original one. Our methods designed to solve
these particular problems are explained in the following sections.
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2.1 Heat-Affected Area Detection — Statistical Method

The main task of the heat-affected area detection is to define the area of the material
surface affected by the laser beam during the burning process as exactly as possible.
The detection should be used several times during the process of the laser-burned
samples simulation, e.g. during parameterization of the sample or if we want to
compare two samples.

The main problem during the process of pulse detection is the basic material
surface roughness. As can be seen in Figure 7, the surface of some materials is quite
smooth (such as the surface of steel in Figure 7 a)) but in some cases material surface
roughness is more noticeable, like in the case of cermet (Figure 7b)). Moreover, on
the surface of some materials local defects can appear as well. Such defects do
not need to be visible on the material surface by naked eye, but due to the high
resolution of the real sample scanning, they are included in the description of the
sample and they are a source of problems during automatic pulse detection.

a)

Fig. 7. a) Steel with relatively smooth surface; b) cermet sample with globally higher
surface roughness

The user is able to distinguish material roughness and pulse border well, but for
an automatic method it is difficult to differentiate them. If we want to use the pulse
detection as a part of the whole data preprocessing, we cannot build on manual data
processing; but still precision and accuracy of detection has to be preserved during
the process automation.

We have designed several methods using various computing approaches to find
the most reliable method for detection of the heat affected area in any sample. Some
of them are also described in [6]. Their efficiency depends especially on the processed
sample material. Because the detection method should be used as a part of the
authomatic data preprocessing, it has to detect the pulse effectively independently
from the used material. In the following description, our method with the best
results (the statistical method) is explained.

The basic idea of the statistical method comes from computation of sample
surface statistical qualities and from utilization of this knowledge for the pulse area
recognition.

First, the whole sample height map is divided into regular rectangular grid and
for each cell of the grid a representing value is computed. By this operation, we get
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simplification of the height map representation that can be further processed. It is
very important to determine the proper size of the statistical grid cell to simplify
the sample enough, but not too much. For each cell the representing value has
to be computed. We need to differentiate the heat-affected area from the base
material. The best results are given with computation of the difference of minimal
and maximal height in the statistical grid cell. To eliminate surface irregularities,
the values are truncated to integers. An example of the array of representing values
for a concrete sample can be seen in Figure 8a). We can see there clearly that for
the heat affected area of the pulse the computed values in the grid are not zero,
while the base material level of the sample is represented by zeroes. Non-zero values
also appear in places with a large local defect (an example can be found in the top
right part of the sample) in Figure 8a).

Now, to detect the pulse area, we have to decide which values of the statistical
grid should be included as heat-affected-area-representing and which should not. If
a grid cell that represents values for heat-affected area and base material can be
distinguished well, we can use for example thresholding to separate them. In our
case all values lower than 1 were thresholded as background and values greater than
or equal to 1 were determined as objects. A new mask is created for the whole
sample — all values of the background are masked as zero (non-pulse) and the cells
representing objects are indicated by the value of 1 in the mask. Our testing sample
and its thresholded mask are shown in Figure 8b). Cells marked as pulse (with the
value of 1 in the mask) are highlighted with the lighter color, non-pulse cells are
drawn with dark gray.

b)

Fig. 8. Sample engraved into steel; a) for each grid cell, its representing value is computed;
b) sample with the highlighted mask computed above the statistical grid

Sometimes, as shown in the example in the right top corner, not only the area
of the pulse is highlighted. If there is any larger local defect on the material surface,
the value of the computed difference in the corresponding grid cell is higher than
the threshold for a base material and so the cell can be thresholded as an area of
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the pulse. Because we want to detect the heat affected area as exactly as possible,
we have to remove local defects and other irregularities. We can suppose that the
heat affected area is the largest continual area marked in the mask with the value
of 1. Therefore, we should be able to provide segmentation of the result.

Image segmentation is the process of partitioning a digital image into multiple
segments (sets of pixels) [1, 17]. The best fitting algorithm for our purpose seems to
be the algorithm of binary image segmentation described e.g. in [10, 16], namely the
connected component labeling method. We decided to use a modified row-by-row
labeling algorithm.

During this process, each separate segment of the image (in our case each sepa-
rate object in the mask) is labeled with a consecutive natural number. This segmen-
tation algorithm is a sequential process. We have to go through the image (mask
after thresholding) row by row and process each single pixel (cell of the mask) that
is marked as an object (in our case the value of the processed mask cell has to have
the value of 1). The other pixels (cells) are ignored because they are part of the
background. The algorithm makes two passes over the mask.

In the first one, each cell representing the object area is labeled with a positive
integer according to its neighbors. The whole process is explained on the example
of a small grid shown in Figure 9, for each step the processed cell is bolded, and the
equivalence table is shown. The grid is processed row by row and each single cell is
labeled according to three simple rules:

1. If no labeled cell is found in the neighborhood of the processed cell, it is labeled
as a new segment (Figure 9a), ¢), e), g)).

2. If any or all cells neighboring with the processed cell are labeled with the same
number, the processed cell is also labeled with the same integer (Figure 9b),

d)).

3. However, if more neighboring cells are labeled with different numbers, the pro-
cessed cell is labeled with the biggest of them and collision has to be registered
(Figure 9f), h), i)) into the equivalence table.

During the second pass, objects are relabeled according to the equivalence ta-
ble so that the same number is used to represent objects with colliding numbers.
As a new labeling number the maximum from the equivalence table is used. The
relabeled cells are bolded again (see Figure 9j)).

At the end, several objects separated with different labels can be found on the
surface (Figure 8b)). To get the right one (the heat-affected area) we get the largest
labeled area (the area with the highest number of the mask cells) that is declared
as a heat affected area. The other objects detected by the segmentation are ignored
and for the only segment remaining in the mask the bordering rectangle is computed.
Results of the automatic pulse detection by the proposed statistical method can be
found in Section 3.1.
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Fig. 9. Modified row-by-row labeling algorithm: a)-i) the first pass (an object is labeled
with several numbers); j) objects are relabeled according to the equivalence table

2.2 Sample Parameterization

To get information about the pulse shape, we use cross-sections throught the sample
surface. Because heat-affected areas are not symmetric, we cannot use cross-sections
measured only in one direction. Our experiments show that two orthogonal cross-
sections going through the center of the pit are sufficient. Because of the character
of heat-affected areas in most cases the cross-sections are orthogonal and correspond
to cross-section parallel to x and y axis.

Samples are most similar in the area of the pit. As mentioned in Section 1.2,
surface of the pit is quite smooth and slight roughness is perceptible in the bottom
part. On the contrary, the border of the transition ring, formed by the melten
material, is different for each explored case.

We can distinguish two groups of parameters. The first one includes parameters
describing the basic shape of the sample (such as pit depth, dimension of the inner
and outer border of the transition ring or maximal ring height). All these values can
be computed from the extracted cross-section for each sample separately without
any essential problems (as shown in Figure 10).

The other group of parameters serves for description of roughness and irregu-
larities of the sample. Parameters are often similar to samples engraved into the
same material, but so far they are determined experimentally and automation of
their computation is part of our future plans.
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Fig. 10. Computation of parameters describing the basic shape of the sample

2.3 Sample Surface Approximation

As mentioned in the previous sections, the approximation has to be done in two
phases. First, we have to determine the basic shape of the approximated sample
and then to modify the smooth surface by generating its roughnesses and irregulari-
ties. The whole process of the artificial sample surface generation is outlined in the
following explanation. The whole methods are described in the cited papers.

The basic shape of the approximated sample was mathematically derived ac-
cording to approaches found in [15, 19]. Because both parts of the heat-affected
area (i.e. the pit and the transition ring) differ a lot, we decided to approximate
them separately by two different functions and especially to differentiate the way
of surface roughness description. Both generated surfaces are finally connected into
the final shape. The whole derivation of the equations can be found in [§].

Both parts were derived in 2D from the cross-sections first. The basic shape of
the pit cross-section corresponds with the shape of the plot of a quadratic function.
As an example the cross-sections of three similar samples with 100 laser pulses
engraved into steel and their approximation are shown in Figure 11.

N4

a) b) c)

Fig. 11. Cross-sections of similar samples and their approximation by parabola

If the pulse pit can be approximated by parabola in each of its cross-sections,
the whole pit can be approximated by an elliptical paraboloid. Because we need the
paraboloid going through the top border of the pit, the equation representing it has
to be modified as follows:

2 2
z = pitDepth — (z = 7o) + (v = ) + 2. (1
a? b?

N
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The origin of the solid lies in S[z0, y0, z0], pitDepth represents the paraboloid
depth and a, b are axes of the ellipse. We need to compute the z value for each

point [z,y, z] of the sample surface. The elliptical paraboloid and labeling of its
parameters are depicted in Figure 12.

S T

S[Xo, Yo, Zo]

Fig. 12. Elliptical paraboloid and its parameters

Approximation of the area of the transition ring is much more complicated,
because the ring shape is irregular and rough. In order to find the approximating
function, we had to simplify it first. Also in this case we decided to use parabola
for the approximation of the ring cross-section. To do that we need just several
parameters, such as base material surface level (materialLevel), half of the ring
width (ringRadius) and maximal ring height (ringHeight). Some of them are shown
in Figure 13a).

The whole ring should be approximated by a 3D function. The best solution
seems to be the top half of torus which has to be modified for our purposes. Because
the ring has an elliptical shape from the top view and the shape of a parabola from
the cross-section, the solid representing the ring should be created as the surface of
revolution generated by revolving a parabola along the elliptic trajectory in three-
dimensional space. Approximation of the whole ring can be done by half of the
parabolic elliptic torus which is shown from the top view in Figure 13b).

To get the proper shape of the resulting torus, we have to recompute the surface
according to dimension and elliptical shape of the transition ring, its height and
base material level. To get the right result, Equation (2) was derived. To make
the equation more simple to read, some of its parts are computed separately in
Equations (3) and (4).
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Fig. 13. a) Important parameters for the ring cross-section description; b) description of
the parabolic elliptic torus from the top view
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Results of the first step of the sample surface approximation can be found in
form of 3D views and cross-sections for several samples in Section 3.2.

Mathematically generated sample is too smooth in comparison to the real one.
That is why it is necessary to modify a generated surface by some kind of artificial
defects that would represent granularity of the material and roughness of various
parts of a real sample. We have to add several different kinds of irregularities (as
mentioned in Section 1.2 and shown in Figure 6). If we engrave the same sample
twice into different places, it will never be the same, because at least the surface of
the base material differs (similar samples were already mentioned in Section 1.2).
That is why we have to enhance the sample generation with random features such
as noise or various defects to get more realistic results.

In our solution, the method with the broadest usage is the Perlin noise func-
tion [12, 13, 14]. Perlin noise combines a noise function with an interpolation func-
tion. 1D Perlin noise is formed by randomly generated values, the distance of which
is given by some frequency. This frequency is defined as 1/wavelength, where the
wavelength represents the distance from one generated value to the next one. The
generated values are interpolated using the Hermit interpolation [20] to get a smooth
interpolating curve with given amplitude (i.e., the difference between the minimal
and maximal generated value) and frequency. If we sum up several curves with va-
rious frequencies and amplitudes, we get the final Perlin noise function. Of course,
we can use the Perlin noise function also in 2D and as a result we get a surface.
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The selection of frequencies and amplitudes affects the result. Very often, we
work with so called octaves, where the frequency is defined as in Equation (5) and
so the frequency of each function is twice as the frequency of the previous one.

frequency = 2' (5)

To get the final Perlin noise surface, we can sum up the octaves, whereas each
octave is summed up with some amplitude. If the amplitude is high, the octave
influences the result more and vice versa. Amplidutes can change depending on the
order of octaves (if we use so called persistence), or we can define amplitude vector,
where we define amplitudes for each octave separatelly. Exactly this approach works
very well in the modulation of sample surface irregularities. Some examples can be
seen in Figure 14.

a) b) c)

Fig. 14. 2D Perlin noises generated according to amplitude vectors:
a) [0.25,0.25,1,1,0.5,0.5]; b) [0.5,0.5,1,1,3,3]; ¢) [2,0,0,0,0.5,0.5]

The variability of the Perlin noise function is high, so we can use it for gene-
rating surface roughness to get realistically appearing samples. Perlin noise can be
used several times during the pulse generation process. The result depends on the
parameters that we used.

The first problem that the Perlin noise can be used to solve is the generation
of the pit bottom roughness. Another area where the usage of the Perlin noise is
appropriate is the generation of local defects on the transition ring (see Figure 15).
To get a better idea of how the generated surface looks compared to the real one.
3D view on local defects in two real samples is shown in Figures 15a), b). The
surface generated by the Perlin noise can be seen in Figure 15¢).

For final modulation we use combination of various masks. At the beginning,
we generate a mask of the transition ring (see Figure 16a)). The area of the ring
is represented by the value of 1, the borders of the ring are a linear interpolation
between the values of 0 and 1. Then we generate another mask representing the
distribution of local defect in the transifion ring area. We can use the Perlin noise
for this purpose as well, of course, with other parameters. The second mask is
thresholded again, often more threshes are used to get smoother transitions (see
Figure 16b)). If we make an intersection of both masks, we get the result mask
shown in Figure 16 ¢) which serves for the modulation of the Perlin noise described
above (Figure 16d)).
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Fig. 15. a)-b) Local defects in two different samples; c) surface generated by the Perlin
noise

a) b) c)

Fig. 16. a) Mask of the transition ring; b) mask of the local defect areas; c) intersection
of both previous masks; d) final result after the generation of local defects

Except for the sample roughness and local defects in the real samples, concentric
waves are also visible in the transition ring area (as shown in Figure 6b)). These
waves are especially noticeable on the outer border of the ring; they are relatively
thin and sometimes discontinuous. Their shape consists of a number of edges which
form an elliptical shape approximately. If we want to generate waves, we need to
know several parameters for their description, such as the dimension of waves, their
segmentation, height and width and of course their number. If we know values of
these parameters, we can generate waves in the surroundings of the transition ring
outer border. Two examples of generated waves modulated on the smooth surface
of sample basic shape can be seen in Figure 17.

Fig. 17. Examples of a) 20 and b) 30 waves modulated on the smooth sample surface
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3 RESULTS

For our tests, we received various real measured samples engraved into steel and
cermet from our colleagues who work on the physical part of the project. After
their anaysis we received complete measured experiment engraved into steel with
the laser mentioned in Section 1.2. To test our methods well samples engraved into
both materials with a sequences of laser beam pulses engraved into one point and
also with different various zoom choice were used.

3.1 Heat-Affected Area Detection

To present results of the statistical method used for heat-affected area detection, we
chose a set of testing samples. We labeled them with capitals from A to H. Some
of them are engraved into cermet (A-D), where high roughness of the material
influences the detection process and the others are engraved into steel (F-H) which
has much smoother surface. Samples with various numbers of laser pulses engraved
into a single point of the material were chosen. We have included samples with 1,
2, 70 and 100 laser pulses engraved into cermet and samples with 1, 10, 50 and 100
laser pulses engraved into steel into the testing set. All samples except the first one
were measured with the same scale. Surfaces of several samples contain some local
defects on the material and shapes of pulses are in some cases more and in some less
asymmetric. An areal local defect can be recognized in the surface of the sample
in E. It influences both the surface of the heat-affected area and its surroundings.
Another local defect affecting the area of pulse that should be detected can be found
in H. These types of local defects together with roughness of the sample surface affect
the detection most. In sample F, another type of local defect is shown. This defect
does not influence the results of the detection algorithms.

To sumarize the results of the statistical method, we can have a look at Figure 18.
We prepared several tests for experimental detection of the optimal cell size. For
sample A the size of the cell had to be decreased to detect changes on the relatively
small area of the pulse. The other samples were measured with the same resolution,
and so the optimal size differs only in dependence on the used material. Our tests
show that for rougher material, such as cermet (Figures 18 b)-d)), the grid cell size
has to be smaller than for the smoother material, such as steel (Figures 18e)-h)).
For all testing samples engraved with the same precision into the same material
(B-D and E-H), the same grid size was used.

As can be seen in Figure 18, all testing samples were detected correctly with
the statistical method. Grid cell determination size remains the main problem. As
shown on our testing samples, the size can be experimentally precomputed, which
should be done according to the most problematic samples. The size of a grid for
our testing samples has corresponded approximately to 5 % of the heat-affected area
dimension.
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e)

Fig. 18. Results of the statistical method used for automatic detection for samples A-H

3.2 Sample Surface Approximation

The pulse approximation was also tested on various samples. Results for the area of
the pit are very successful. More problematic is the area of the transition ring, where
the sample surface roughness is high. For the comparison of the original samples
with the generated approximations, we used mainly the methods described in [7].
For the following presentation of results, we chose visual comparison.

To obtain the final sample, we have to put all the generated parts together. For
the base material, the surface of the measured real sample is used. Then, the basic
shape of the pit is computed and its bottom is modified by the Perlin noise. After
that, we can generate the transition ring. Its basic shape is computed, the masks for
the ring and the Perlin noise are created and then together with waves modulation
is used for its modification. Results can be seen from different points of view in the
following figures.

First, we compare the original sample with its approximation after the first step
(the smooth sample surface) in 2D in the form of two orthogonal cross-sections of
both compared samples. Black curves represent cross-sections of the real sample,
gray curves show the smooth generated sample surface. Cross-sections in the ho-
rizontal direction are shown in Figures 19a)—c); vertical cross-sections can be seen
in Figures 19d)-f). The first cross-section from each triplet represents the middle
of the pulse in the given direction, the others move more to the margin of the
pulse.

To compare the complete approximation of the same sample as in Figure 19,
we will also start with the 2D view. We compare the original and the newly ge-
nerated sample in their cross-sections. Black curves represent cross-sections of the
real sample and gray curves show the generated sample surface. Cross-sections in
the horizontal direction are shown in Figures 20 a)—c); vertical cross-sections can be
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Fig. 19. Approximation of sample with 100 laser pulses engraved into steel by the smooth
surface in 2D view
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Fig. 20. Complete approximation of sample with 100 laser pulses engraved into steel in 2D
view. Black curves represent cross-sections of the real sample and gray curves show
the generated sample surface

seen in Figures 20d)—f). The positions of the cross-sections in the sample are the
same as in the previous example.

Figure 21 summarizes the 3D views on three different samples. The original
samples with 10, 50, and 100 laser pulses engraved into steel are shown in the left
column. They can be compared with the results of the sample approximation, which
are placed in the right column. In the middle column, the situation after the first
step of approximation (the smooth surface) is shown.

4 CONCLUSION, FUTURE PLANS

During our research we developed a number of methods, which can be used espe-
cially for real engraved and measured data preprocessing and description. All these
methods were tested, compared and the best of them are incorporated into a tool
for data preprocessing [11]. We decided to use such approach, because no fitting
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c)

Fig. 21. Real and generated samples: a) 10; b) 50; c¢) 100 laser pulses engraved into a single
point in steel. In the left column the original samles are shown, in the middle column
the smooth basic sample shapes can be seen and the sample approximation results
are shown in the right column

methods were found before our data sets had to be processed. That is why we de-
veloped several methods for each individual data preprocessing step, we tested them
and finally we selected methods with the best results. This paper describes our ap-
proaches with the best results and explains particular steps of data preprocessing.
The whole research is described in detail in [9].

At this phase, we are able to explore samples in a very detailed way. The
designed methods can be used for automatic detection of the heat-affected area. We
are also able to describe the sample with a set of parameters and from their values;
we can design a fully artificially generated new samples.

We have many plans for our future research, especially to work on modelling
and simulation process and to improve it as much as we will be able to. Moreover,
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we plan to maximize self-activity of the system by finding suitable methods for
the sample parameterization (especially parameterization of sample roughness and
irregularities) and other activities, which had to be done manually so far.
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