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Abstract. Cloud computing has become a popular basis that integrated into amount of large platforms to support applications (e.g., multimedia, vehicle traffic, and IoT). It is critical to focus on coordinating the part of these applications that execute in the cloud to provide reliable, scalable and available services. Nevertheless, the problem of optimally coordinating the applications is rarely addressed. In this paper, we develop a stochastic model to analyze the fundamental characteristics that occur in ZooKeeper during the coordination process. The model primarily addresses two aspects: demands of followers and the load of a leader. Then, we derive the optimal strategy for provision with deployment of coordinated servers to achieve load balancing based on various factors (e.g. server capacity and network load), so that the overall network performance is optimized. We evaluate our algorithm under realistic settings and reveal the trend of factors such as CPU, memory utilization and network bandwidth with the increasing number of requests. We propose the algorithm that considers how many servers should be deployed and when. Our results demonstrate that the strategy guarantees the performance by making suitable deployment adjustment.
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1 INTRODUCTION

The popularity envisioned for the fifth generation (5G) mobile network has transformed cloud services into the basic infrastructure for large-scale distribution systems. To date, not only traditional applications, but also numerous other architectures (e.g. SDN [1] and CDN [2]) have been integrated into the cloud. This rapid growth has posed significant challenges to the cloud, e.g. how to provide distributed synchronized services while maintaining configuration information to support more scalable, available and reliable services for users.

To address these challenges, ZooKeeper [3] which includes built-in, large-scale, coordinated mechanisms has been widely adopted in the cloud. The shared hierarchal namespace and data model are used for coordinating the transactions. Generally, ZooKeeper runs on several closely located servers, namely, a ZooKeeper cluster. Different roles are assigned to the servers in order to communicate with each other, to provide the functions of fault-tolerance and to deal with the information about the transactions according to the Paxos algorithm. Thus, ZooKeeper could provide a set of guarantees (e.g. sequential consistency, reliability and atomicity). ZooKeeper is typically deployed and operated by third-party architectures (e.g. HBase [4] and Storm [5]), and it is also widely used in the applications [6, 7, 8]. Such mechanisms have contributed to ZooKeeper’s increasing popularity, particularly because of its distributed capabilities. Thus, achieving an optimal performance and better utilization of ZooKeeper is important also for these applications. In some cases from the companies (e.g. Baidu, Alibaba), the poor performance would not be solved only by expanding the size of cluster according to the SLA, and the results are caused by improper operations, such as the way of storage, the assignment of roles and the deployment of ZooKeeper. Thus, we pick the problem for deployment of ZooKeeper, which is one of the improper mistakes, to analyze it and find the solution.

Okorafor and Patrick [9] proposed the model based on the Hadoop/MapReduce and ZooKeeper, and utilized the ZooKeeper to coordinate the transactions instead of traditional MPI (message passing interface). Although it analyzed the number of servers for ZooKeeper, the primary goal was designed for the availability to achieve better performance (e.g. the repair rates for software and hardware, the initial failure rate, and the number of available servers). Specific to the characteristic and analysis of the ZooKeeper itself, it has no more deep research on this field. Pham et al. [13] evaluated ZooKeeper’s performance under different situations (e.g. resilient name service, dynamic system configuration, and recovery databases). Complementary to [13], we combine the servers’ states with ZooKeeper’s performance. Furthermore, we provide an in-depth study of ZooKeeper, specific to its deployment.

In this paper, we propose the deployment for ZooKeeper according to the coordinating process. In view of the analytical results, the plan comprehensively considers the trade-off between the leader and followers with the load balancing, so that to guarantee the performance of the system. We can summarize our contributions as follows:
1. We give a brief description of the ZooKeeper workflow and develop a stochastic model to describe the coordination process using two modes: a simple mode and a general mode. Meanwhile, our stochastic model considers two conflicting roles to determine the server deployment by introducing load balancing as the metric, which provides a general baseline for understanding ZooKeeper deployment.

2. We observe the dynamic server states and their performance with dealing with requests, and derive a strategy for provisioning the optimal number of servers and determining when to adjust the deployment by considering the server states and the request distribution in the system.

3. Through a numerical analysis, we observe the performance variations: the bandwidth becomes more sensitive as the number of requests increases, and the CPU load also varies significantly. At a threshold, the throughput influence holds steady for both the leader and followers. When the service utility achieves optimality from a global viewpoint, we change the deployment to guarantee the quality of service.

The rest of this paper is organized as follows. In Section 2 we present related work. In Section 3 we describe the workflow of ZooKeeper which combines with our challenge, and provide the definition of our model. In Section 4 we concentrate on building the model for the coordination process and solving the problems mentioned in Section 3 and the results of experiments are discussed in Section 5. Finally, we conclude the paper in Section 6.

2 RELATED WORK

Recently, in the emerging coordinated services field, ZooKeeper’s management consistency exhibits promising potential that can significantly improve system efficiency. Cai et al. [6] proposed a decentralized vehicle routing service system and used ZooKeeper to establish the coordination system between subtask processors. Goel and Majumdar [7] presented mutual exclusion property in ZooKeeper to guarantee payment processing. Skeirik et al. [8] focused on security services and group key management in the cloud and used ZooKeeper’s logic model to bolster anti-spam and anti-virus activities. In [10], the importance of the organization and management for the service is addressed. However, the ZooKeeper is mainly used in the cloud distributed systems to support the valuable search related services.

Researchers have expended considerable effort to improve the ZooKeeper’s performance. Kalantari and Schiper [11] developed a prototype to reduce the synchronization time between ZooKeeper servers. Junqueira et al. [12] designed a crash-recovery atomic broadcast algorithm to guarantee state coordination. In 5G architecture, both homogenous and heterogenous units have been integrated into the infrastructure. While the applications are likely to possess full support for developing intelligent platforms, it is challenging to utilize ZooKeeper to guarantee the services. However, performance analysis of ZooKeeper are rarely seen in the literature.
In this section, we discuss deployment, which is closely related to our work. Deployment has been a key architectural component for many years, and the literature includes many studies on deployment. The deployment objective is to identify the most appropriate number of servers, replicas and locations to achieve various optimal solutions, such as minimizing the delay [14, 15, 21, 22], bandwidth [16], energy consumed [17, 18, 19, 24], and so on. Moreover, LP relaxation techniques are widely used as a practical method to approximate the optimal solution [18]. Heuristic algorithms [16, 20] are often employed in these studies.

Our work concentrates on adjusting server deployment to guarantee the quality of service at both low cost and energy consumption. Due to the properties (e.g. intensive cluster, small sizes of items) of ZooKeeper, our approach is novel for ZooKeeper, and is more critical than the problems of location and size as the scale of components in the architecture increases. We introduce load balancing into our model. As a distributed service system, load balancing is a non-negligible factor in achieving system optimal performance [23]. Kim [24] improved a novel load balancing scheme that balances the energy consumption of the sensor nodes and the maximum network lifetime by applying sub-network management in wireless sensor networks. Bui et al. [25] presented approaches to improve networking performance by rebalancing the load on the physical links of a supercomputer. Thus, our model combines ZooKeeper with the system seamlessly, and providing insights for addressing ZooKeeper deployment.

3 SCENARIOS AND PROBLEM STATEMENT

3.1 ZooKeeper and Various Scenarios

The architecture for a generic example, the coordination process, is shown in Figure 1. Each server in the ZooKeeper cluster is configured with the service. The system involves three roles: leader, follower and observer. Due to the semi-distributed manner of ZooKeeper, the coordination service needs a role for the collection, computing and issuing decisions, that is the responsibility of leader. The number of leader is limited to one. The other two roles follower and observer mainly connect with the user, and receive the requests from one part of the area. The follower is responsible for satisfying the needs of users within the range, as the observer. The number of them is not limited.

The whole servers of follower and observer could cover the range of needs, and the number of them is not the same with leader that is limited to one. The part of the requests passed on to the leader, the other part would be dealt with by the follower and observer. The observer functions similarly like the followers. The difference between observers and followers is that the observers provide only reading services, but do not vote. Therefore, in this paper, because of their popularity and universality, we primarily discuss the first two roles.

Figure 1 shows the coordination process through the six steps. The client makes a request (step 1) to a follower. Then, the follower takes different actions depending
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Figure 1. The coordination process (six steps) between a leader and its followers using the TCP/IP protocol

on the request type. The requests can be categorized as *read* or *write*. When the request type is *read*, the follower serves the request itself by performing step 6. When the type of the request is *write*, it is forwarded to the leader (step 2). The packet categories resulting from the write request consist of PING, REQUEST, ACK and REVALIDATE packets. The results will be returned by the followers from the leader (step 5). When the leader receives the request, it proposes a vote among its active followers (step 3). After the vote is returned by each follower (step 4), the leader calculates the result and notifies all the followers (step 5). The packet types implemented by each follower including PROPOSAL, COMMIT, UPDATE and REVALIDATE, and the request procedure obeys the coordination process. The protocol Zab, derived from the Paxos algorithms, is the basis of the coordination process that makes the system reliable, consistent and available. For example, if the leader crashes, the remaining followers elect a new leader based on the Zab protocol. In addition, when the leader performs update operations, it propagates the incremental state changes to its followers so that the consistency is guaranteed. Note that there is an odd number of servers \((2n+1, n = 1, 2, 3, \ldots)\), and the number of active servers is never less than \(n + 1\), which avoids evenly splitting votes.
3.2 Problem Definition and Notation

In this section, we describe the coordination model and formulate the optimization problem in ZooKeeper. Table 1 summarizes the notations used in this paper.

First, the client connects to one server to create a client/server session. Then, the client can submit requests to the server. Next, the server receives the client’s requests and judges the type of requests. Based on the request type, it determines whether the request must be transferred to the leader. Search and read operations are not forwarded, while setData, create and delete requests among others are forwarded to the leader. For the latter, the leader organizes voting among its active followers and returns the results to all followers as a commit operation. Clients receive their results from the followers. Thus, the challenge is rising from this procedure. The amount of requests are received by the follower, and the more requests need the followers with more capacity to deal with such as increasing the number of followers, so that the burden of followers could be afforded and guarantee the speed of dealing with the requests. However, the effect of the leader is opposite from the followers due to the semi-distributed manner of ZooKeeper. The more requests and actions would result in the more burden of the leader, and the performance would be influenced by the leader. If the leader is also responsible for the work of the followers, it would be worse for the performance. Generally, the leader is not set to receive the users’ requests as default. Thus, the scaling point of the cluster could be considered from the two angles that is dealing with the requests by the followers and the leader.

The network topology is represented as a graph $G = (V, E)$. $V$ contains $n$ nodes connected by the edges from set $E$. Based on the definition of a Poisson process, we assume that the arrival rate of clients $\lambda$ follows a Poisson distribution, which has been discussed in many papers. For the departure rate of the clients $\mu$, the instances can be separated into two different situations. The first case is simple, and client requests are served at rate $\nu$ under ideal conditions. In the second case, we consider a realistic scenario in which failure is introduced. We denote the failure rate of the leader as $f_{sL}$ and the failures caused by clients is denoted as $\gamma$, where $\gamma$ is a part of $\mu$. At the physical level, many incidents can cause the system to become unavailable, such as power outages, wire disconnections, routing inaccuracies, link errors, and so on. Except for special and infrequent situations, we focus on the link error rate $f_l$.

Next, we set the network parameters. $M$ defines the total number of servers, including the leader and the followers, while $m$ denotes the number of followers. Considering the limited real-world conditions, we assume that client bandwidth is all the same, and the upper bound of the bandwidth is $c_1$. The followers have a maximum bandwidth of $c_2$, while the upper bound of the leader bandwidth is $c_3$. In this paper, we also add the servers’ attributes to this model. Combined with the theory of load balancing, $FW$ stands for the load capacity of the follower, and $LW$ denotes the leader’s load capacity. Load capacity is reflected by the CPU idle time $V_1$, the surplus storage space $V_2$, and the remaining network bandwidth $V_3$. However, the two types of requests, read and write, have different effects on server
load capacity. Thus, we denote that the number of requests for two types as \( rw_1 \) and \( rw_2 \) to show their respective influences on ZooKeeper.

<table>
<thead>
<tr>
<th>NOTATION</th>
<th>DEFINITION</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{si} )</td>
<td>Client arrival rate to server ( i ), ( i = 1, 2, 3, \ldots ), represents the followers, and ( i = L ) is the leader</td>
</tr>
<tr>
<td>( \nu )</td>
<td>Client departure rate under ideal conditions</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Actual client departure rate</td>
</tr>
<tr>
<td>( \rho )</td>
<td>The intensity of service, ( \rho = \lambda/\mu )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>The portion of the departure rate due to a client fault</td>
</tr>
<tr>
<td>( f_{sL} )</td>
<td>The leader ( sL ) failure rate</td>
</tr>
<tr>
<td>( f_l )</td>
<td>The link ( l ) failure rate</td>
</tr>
<tr>
<td>( W )</td>
<td>The average client waiting time (response time)</td>
</tr>
<tr>
<td>( N_{si} )</td>
<td>The number of operations that pass on server ( i ), where ( i = L ) represents the leader</td>
</tr>
<tr>
<td>( rw_i )</td>
<td>The number of requests, ( i = 1 ) denotes the type of requests \textit{read}, ( i = 2 ) denotes the type of requests \textit{write}</td>
</tr>
<tr>
<td>( P_n )</td>
<td>( P_n = P{N = n} ) ( (n = 0, 1, 2, \ldots) ) denotes the event probability when the number of clients ( n ) is in a stable state.</td>
</tr>
<tr>
<td>( D(x) )</td>
<td>Throughput is counted as the number of packets that pass through a server in the interval ( x )</td>
</tr>
<tr>
<td>( S_x )</td>
<td>The rate of transmission in the interval ( x )</td>
</tr>
<tr>
<td>( LW_{sL} )</td>
<td>The performance of server ( L ), referring to the leader using factors ( v_i ) to describe them</td>
</tr>
<tr>
<td>( FW_{si} )</td>
<td>The performance of server ( i ), referring to the follower using factors ( v_i ) to describe them</td>
</tr>
<tr>
<td>( c_i )</td>
<td>The bandwidth constraint. The assigned bandwidth of the clients is expressed as ( i = 1, i = 2 ) denotes the maximum follower bandwidth, and ( i = 3 ) denotes the maximum leader bandwidth</td>
</tr>
<tr>
<td>( v^{si}_i )</td>
<td>The measurement of server ( i )'s performance concerning factor ( i )</td>
</tr>
</tbody>
</table>

Table 1. The major symbols used in this paper

4 COORDINATION MODEL

In this section, we develop the strategy to adjust ZooKeeper deployment and provide two models for analyzing the coordination process.

4.1 Simple Model

We first consider a simple model for ZooKeeper without considering the unexpected accidents that occur in the real conditions. Based on the overall situation, the coordination model is assumed to be M/M/1. In addition, FCFS (first-come-first-serve) is the queuing discipline model in ZooKeeper.
As shown in Figure 2, the leader is the central pivot in the system and is also the organizer when refereeing a proposal. Thus, the buffer of each follower is filled with requests that the leader must address. According to queuing theory, the arrival rate for the followers $i$ is $\lambda_{si} (i = 1, 2, 3, \ldots, m)$. Requests from follower $i$ follow the probability $\sigma_{si} (i = 1, 2, 3, \ldots, m)$ to the leader, and their arrival rate at the leader $\lambda_{sL}$ is defined in Equation (1):

$$\lambda_{sL} = \frac{rw_2}{rw_1 + rw_2} \times \sum_{i=1}^{m} \sigma_{si} \lambda_{si}.$$ (1)

According to Little’s law [26], we consider the average waiting time for one follower in Equation (2):

$$W = \frac{1}{\nu - \lambda}.$$ (2)

We assume that a client submits a request to the server and does not submit another request until the result is returned to the client. Therefore, the number of operations $N_{sL}$, as shown in Equation (3), means that the operation has passed through the leader. The number of operations assigned to the followers is denoted by $N_{si}$ in Equation (4). We also assume that each request occupies identical bandwidth and that bandwidth capacity is limited, which means that the total bandwidth used between the clients and followers during a given interval should be less than the followers could provide in practice. We apply the constraint shown in Equation (5):

$$\sum_{i=1}^{m} \lambda_{si}$$ (3)

$$\sum_{i=1}^{m} \sigma_{si}$$ (4)

$$\sum_{i=1}^{m} \lambda_{si}$$ (5)
\[ N_{sL} = \lambda_{sL} \times W, \quad (3) \]
\[ N_{si} = \lambda_{si} \times W, \quad (4) \]
\[ c_1 \times N_{si} \leq c_2. \quad (5) \]

4.2 General Model

In practice, failure cases are considered in the general model. This model supplements the simple model and is closer to reality. There are three types of failure: physical failure, leader-caused failure and client-caused failure. The physical failure rate \( f_l \) denotes the link error rate. The leader’s failure rate \( f_{sL} \) results in reelection. When the leader is out of control, the followers first terminate their connections with the clients. Then, the followers vote for the role of a new leader. Each follower has at least one connection with the others. The votes are marked with \( zxid \) to represent the transaction state, and the votes also have the server id that reflects the source. When a server gets a majority of votes (more than half), that server is chosen to be the new leader and reestablish the coordination process in ZooKeeper. The system may experience less throughput during the voting process. In addition, we account for the client’s failure rate \( \gamma \), which reduces the departure rate \( \mu \). The follower may cause the failure, but it will not influence the performance. Information about a client’s session is stored by both the followers and the leader. When a follower failure occurs, the connected client receives a message from the follower or the TTL times out. Then, the client chooses a new active follower from the set of followers. Recovery from this type of failure is both simple and fast. Therefore, we ignore it in the remainder of this paper. Due to the coordination process, failure will be detected whatever it occurs among the leader, its followers, and their clients. Assuming that the starting time is \( x = 0 \), we define the number of operations assigned to followers in Equation (6):

\[ N_{si} = \lambda \times W - \int_{x=0}^{x=t} \gamma \, dx - \int_{x=0}^{x=t} f_l \, dx - f_{sL} \times \lambda_{si} \times W. \quad (6) \]

The two types of requests, read and write, reflect the different coordination process shown in Figure 1. Therefore, we must compute the number of packets for the two request types differently. The number of packets \( D(x) \) \( (x = t_1, t_2, t_3, \ldots, t_n) \) in an interval is defined in Equation (7). Using the number of packets \( D(x) \), the rate of transmission \( S_x \) can be measured indirectly, as shown in Equation (8):

\[ D(x) = \frac{rw_2}{rw_1 + rw_2} \times N_{si} \times [6 + 3 \times (M - 2)] + \frac{rw_1}{rw_1 + rw_2} \times N_{si} \times 2, \quad (7) \]
\[ S_x = \frac{dD(x)}{dt}. \quad (8) \]
Then, we introduce the Markov birth-death process to describe the dynamic client changes. Assumed that $\lambda_{n-1} = \lambda_{n-2} = \ldots = \lambda_0$, and $\mu_n = \mu_{n-1} = \ldots = \mu_1$. Then, the probability of an empty queue can be derived under the constraint of $\sum P = 1$ as shown in Equation (9):

$$P_0 = \frac{1}{1 + \sum_{n=1}^{\infty} \rho^n}.$$  \hspace{1cm} (9)

The variable $ns$ denotes the probability of success for completing the coordination process. Moreover, the bandwidth limit $c_{\text{max}}$ should not be negligible. Furthermore, if the type of request is read, then the M/M/1 queuing system transforms into M/M/1/$c_{\text{max}}$ during the read. However, the write type rarely reaches the upper bound of the bandwidth because of its order in the leader. Thus, we assume that write type requests still use the M/M/1 queuing system. Then, we have the following:

$$ns = \frac{rw_2}{rw_1 + rw_2} \times (1 - f_i) \times (1 - f_{sL}) \times (1 - P_{0w1}^{rw1}) + \frac{rw_1}{rw_1 + rw_2} \times (1 - f_i) \times (1 - f_{sL}) \times (1 - P_{0w2}^{rw2}).$$ \hspace{1cm} (10)

In order to simplify the probability of an empty queue, we transform the $P_0$ as (10) into (11) using the queuing theory of M/M/1.

$$P_{0w1}^{rw1} = \sum_{n=1}^{\infty} P_n = 1 - P_0 = 1 - \rho.$$ \hspace{1cm} (11)

Then, we separate the formula (10) into two parts according to the different types of requests. By using the simplified formulation (11), we conclude the probability of success for completing the type of request write in Equation (12):

$$ns_1 = \frac{rw_2}{rw_1 + rw_2} \times (1 - f_i) \times (1 - f_{sL}) \times \rho.$$ \hspace{1cm} (12)

The probability of an empty queue for the type of request read obey with the theory of M/M/1/$c_{\text{max}}$, and the probability in (10) is simplified into (13). Thus, the probability of success for completing the type of request read is computed as

$$P_{0w2}^{rw2} = \rho^i \times \frac{1 - \rho}{1 - \rho^i c_{\text{max}} + 1} (i = 0, 1, 2, \ldots, c_{\text{max}}),$$ \hspace{1cm} (13)

$$ns_2 = \frac{rw_1}{rw_1 + rw_2} \times (1 - f_i) \times (1 - f_{sL}) \times \frac{1 - \rho}{1 - \rho^i c_{\text{max}} + 1}.$$ \hspace{1cm} (14)

Next, we consider how to achieve the load balancing in the system. More specifically, the follower is mainly responsible for dealing with the requests from the clients. Due to the increasing number of requests, we assume the leader is mainly responsible...
for the decision part without receiving the requests directly from the client. Thus, we define the capacity of followers and leader, respectively. We choose the metrics to give a comprehensive understanding of the capacity of the followers in (15), which including the CPU idleness $V_1$, the surplus storage space $V_2$, and the surplus bandwidth of access for the server $V_3$. Then, we set the weights $k_1$, $k_2$, and $k_3$ for the three metrics. Specific to ZooKeeper, the capacity for dealing with the requests would mainly influence the CPU, the storage for requests would mainly influence the memory metric, and the bandwidth would be used for communication and delivery. Thus, we take the three important metrics and set the weight of them almost the same. The constraint of the bandwidth is shown in Equation (16), which defines the minimal surplus bandwidth.

$$FW_{si} = k_1 \times V_{si}^1 + k_2 \times V_{si}^2 + k_3 \times V_{si}^3$$

$$(k_1 + k_2 + k_3 = 1, V_{si}^1 \in (0, 1), V_{si}^2 \in (0, 1), V_{si}^3 \in (0, 1)), \quad (15)$$

$$\min(V_{si}^3) = \frac{c_2 - N_{si} \times c_1}{c_2}. \quad (16)$$

Load balancing is the global theory for evaluating the system. For the assignment of workload, the regulation is to distribute jobs to the servers according to the capability. If the server has a higher capability, it could do more work than the servers which have lower capability. This arrangement can achieve the balance for the system, and such that it could improve the utilization of the resource. Thus, we give the formula (17) as follows:

$$\frac{N_{si}}{FW_{si}} \approx \frac{N_{sj}}{FW_{sj}}. \quad (17)$$

The system maintains the state shown in Equation (17) to achieve the best use of the resources for each server. We observe the indicator $b_1$ and show the relative load of follower $i$ in (18). When $b_1$ exceeds its upper limit, $\text{bound}_1$, the current number of servers in the ZooKeeper cluster is insufficient to service the requests. From a follower viewpoint, the cluster needs to scale as the number of requests increases. Otherwise, the performance will degrade:

$$b_1 = \frac{N_s}{N_{si} \times FW_{si}} \geq \text{bound}_1. \quad (18)$$

The definition for the leader capacity is similar to that of the followers. We apply the constraints shown below in Equations (19) and (20):

$$LW_{sL} = k_4 \times V_{sL}^1 + k_5 \times V_{sL}^2 + k_6 \times V_{sL}^3$$

$$(k_4 + k_5 + k_6 = 1, V_{sL}^1 \in (0, 1), V_{sL}^2 \in (0, 1), V_{sL}^3 \in (0, 1)), \quad (19)$$

$$\min(V_{sL}^3) = \frac{c_3 - m \times c_2}{c_3}. \quad (20)$$
By checking the relative load of the leader $b_2$, as shown in Equation (21), we judge the timing for adjusting the deployment with $b_1$. For example, if we add some quantity of followers, the leader load will increase as the number of requests increases. A heavy leader load results indirectly in slower responses. When the load exceeds the leader’s upper limit $bound_2$, the number of followers in the system should be correspondingly reduced.

$$b_2 = \frac{D(x)}{LW_{sL} \times b_1} \geq bound_2 \quad (21)$$

Through the formulations in Equations (18) and (21), whether to scale the system and when to adjust the followers are the problems that we must address. We synthesize two aspects to consider this problem. After trading off the two aspects, we obtain the formulation in Equation (22):

$$b_3 = k_7 \times b_1 + k_8 \times b_2$$

$$(k_7 + k_8 = 1, b_1 \in (0, 1), b_2 \in (0, 1)) \quad (22)$$

where the threshold is represented by $b_3$. The case in which $bound_1$ and $bound_2$ are both achieved is out of our scope because that condition denotes that the leader capacity needs to be improved to guarantee the performance. Instead, we focus on the utility when sufficient resources are available. When $b_3$ is achieved, the number of followers should be adjusted, either maintained, increased or decreased. The adjustment of followers could be simply described as follows:

$$b_3 = \begin{cases} 
\text{increase the number of followers, beyond } bound_1 \&\& \text{equals } b_3 \\
\text{keep status,} \\
\text{decrease the number of followers, beyond } bound_2 \&\& \text{equals } b_3 
\end{cases} \quad (23)$$

5 NUMERICAL RESULTS

In this section, we use a realistic platform to demonstrate follower reassignment as the basis for load balancing. We observe the three metrics of load balancing and the throughput in two related deployments. Then, we compute the relative loads for the followers and the leader to explore the threshold $b_3$. Complementary to the theoretical analysis, the experimental results both allow us to gain a better understanding of the reassignment operation and provide guidance to determine approaches which will improve the system’s performance and utility.

5.1 Experimental Setup

Under the ZooKeeper platform, we evaluate our model using a random local area network topology, which means that we pick the servers randomly from the set of local network. Every server runs on Intel Core i3 and has 2 GB of RAM. We assume
that the number of servers is \( s \) and configure three different deployments (‘\( s = 3 \)’, ‘\( s = 5 \)’, and ‘\( s = 7 \)’) for the experiment. Then, we could make the adjustment from two groups, one group is between ‘\( s = 3 \)’ and ‘\( s = 5 \)’, the other is between ‘\( s = 5 \)’ and ‘\( s = 7 \)’. We execute each experiment 50 times to obtain average values, and the experiments mainly involve the actions both the leader and followers take part in. The arrival rate increases by a factor of 10 until it reaches the upper limit of the servers’ capacity. Although the load of each server reflects the latency, we still set an acceptable latency range of 100 ms. Additionally, in this paper, we define the latency that starts when the clients submit a request and ends when the clients obtain the results from the followers. The ramp-up period is set at 1s, during which each factor is monitored until it reaches a stable state. We intentionally set the weights \( k_1 : k_2 : k_3 = 4 : 3 : 3 \) for evaluating the followers’ loads, and to represent the similar importance for the three metrics, as well as that of the leader. The upper limit of the bandwidth \( c_2 \) for the followers is fixed, and the upper limit for the leader \( c_3 \) is also fixed. The metrics for the failure part (e.g. the client’s failure rate \( \gamma \), the link error \( f_L \), the leader’s failure rate \( f_{LL} \) ) are set as the realistic pattern rather than the assumed value. Thus, the throughput \( S_1 \) and the number of packets \( D(x) \) could be derived. Meanwhile, the related information of CPU, memory and bandwidth would be required through monitoring with the input metrics, and the adjustment is performed after computing the bound.

5.2 Evaluation Results

5.2.1 The Analysis for Followers

We first demonstrate the trend of three metrics to evaluate the server loads as the number of requests from each follower increases: CPU utilization (%), memory utilization (%), and network bandwidth (%). In addition, the throughput measures the number of requests in a millisecond.

The definition of \( x \) axis means that the number of requests would be submitted to the system. The results in \( y \) axis are collected from each follower and computed averagely. The results, presented in Figure 3[a], show that the trend of follower’s CPU utilization as the number of requests increases. A similar trend occurs not only in the deployment as fewer servers but also more servers. The CPU utilization trend is related to the follower workloads. Thus, the CPU utilization increases with the heavier load of followers accordingly. However, the two deployments are different that more followers cause the CPU utilization of each follower to decrease with the same number of requests. When the number of requests reaches a certain point, the followers nearly achieve maximal capacity. The utility of the CPU in the system approximately achieves its extreme. This is reason for scaling the system to serve more requests.

In Figure 3[b], the available memory is sufficient for the experiment. The trend of memory utilization also changes with the number of requests. The more followers there are, the total required storage space could be divided more. Moreover, the
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a) The trend of CPU utilization for the followers

b) The trend of Memory utilization for the followers
c) The trend of Network bandwidth for the followers

d) The trend of Throughput for the followers

Figure 3. The capacity of the follower with the increasing number of requests
trend when ‘s = 3’ changes more obviously due to the more requests of each follower. However, the dynamic states of network bandwidth are not only related to the number of requests, but also influenced by the network condition (e.g. congestion). The finite bandwidth capacity is one of the main reasons that caused the congestion. Another is the queuing length of each follower. Thus, as shown in Figure 3(e), when the number of requests is within a certain range, the utilization of network bandwidth expands as the number of requests increases, and the same trend occurs in network I/O. However, when the number of requests exceeds the bandwidth capacity, a decreasing trend appears due to the capacity limit. Moreover, as this trend approaches zero, the system breaks down. The peak point for the deployment ‘s = 3’ comes up earlier than the other two deployment due to the more number of requests from followers, and it also means that the limit also appears earlier. The deployment ‘s = 5’ and ‘s = 7’ has the similar tendency in this figure. However, the average number of requests for ‘s = 7’ is less than the deployment ‘s = 5’, and the limit point is almost the same mainly due to the conflicting requests.

With the increasing number of requests, the trend of the throughput is shown in Figure 3(d). The figure shows that the throughput decreases when the number of requests is 1,000, 2,000 and 5,000. After that, the trend gradually stabilizes. This result is indirectly related to the resource utilization. When the received load is well below the capacity, the throughput is high. As the load of followers increases, the throughput decreases sharply. Firstly, the deployment ‘s = 3’ has not been achieved the turning point, the throughput keeps higher because of the largest number of requests. Then, the throughput would decrease with some reasons (e.g. the capacity of servers, congestion, and the conflicting requests). Thus, the deployment ‘s = 7’ has the highest throughput after the first point of the deployment ‘s = 3’ until the limit point. When the number of requests achieves the limit point, the deployment ‘s = 5’ and ‘s = 7’ would converge to similar throughput.

In summary, the first time each experiment executes, there are small deviations due to the adaptive phase. The four graphs with dotted points are superimposed to simply analyze the capacities of followers and the system’s performance under the three deployments. We can make the following conclusions from the findings above. First, CPU utilization is steady in each experiment. Next, memory utilization fluctuates within 20% of full utilization. Bandwidth utilization is lower than memory utilization, which means that storage is more likely to be a bottleneck than the bandwidth in ZooKeeper.

In the ‘s = 3’ deployment, the system can serve approximately ten thousand requests, but it appears to reach a non-working state when the number of requests exceeds ten thousand. This result indicates that a bound exists in ZooKeeper when served requests beyond the extreme point, and the adjustment of deployment should be considered. The deployment of ‘s = 5’ has more servers to deal with the requests. Therefore, the limit expands to 12,000 requests the same as the deployment ‘s = 7’. Although the deployment ‘s = 5’ and ‘s = 7’ has the similar extreme point, the throughput for the deployment ‘s = 7’ has the advantage than the deployment ‘s = 5’, as shown in Figure 3(d). When the capacity of the follower in
the system is exceeded, an adjustment must be considered to guarantee the performance.

5.2.2 The Analysis for the Leader

The results presented in Figure 4 show the relative load of the leader using the three metrics. The $x$ axis represents for the number of requests that the leader received. With regard to CPU utilization, the trend for the leader is almost similar. The deviations between the three deployments in Figure 4(a) are caused by the overhead, which produces through the different numbers of requests. With the number of followers increasing, the utilization of CPU is higher gradually. Thus, the deployment $s=7$ has the highest utilization than the other two deployment. For the memory utilization in Figure 4(b), the $s=7$ deployment needs more space than the $s=5$ deployment, and the $s=5$ deployment needs more space than the $s=3$ deployment. The situation is directly opposite to the trend of followers. From the leader’s point of view, the reason for this disparity is that the number of followers results in the different total number of requests. Thus, this situation means that the leader must maintain more information to manage and control the system. With the requests swarming in, congestion becomes severe and leads to a lower bandwidth utilization as shown in Figure 4(c). Thus, the deployment $s=7$ has the lower utilization. When the number of requests from each follower achieves 5000, the two deployments $s=5$ and $s=7$ would reach the limit, and the derivation between the two deployments is around 0.5% utilization. When the number of requests from each follower achieves 10000, the bandwidth for deployment $s=5$ and $s=7$ have slight increasing due to the higher number of requests. The deployment $s=5$ has risen around 0.04%, and the deployment $s=7$ has risen around 0.02%. Thus, the swarming does not influence much to the limit situation.

In Figure 4(d), firstly, the deployment $s=5$ has higher throughput than the deployment $s=3$ due to the higher number of requests. Then, the throughput would decrease because of the increasing load of leader, and the deployment $s=7$ decreases sharply from the number of requests 1000 to the number of requests 2000. Until the limit point which the number of requests from each follower is 5000, the deployment $s=5$ and $s=7$ has similar throughput. Thus, when we are ready to increase the number of followers, we also need to consider the leader’s state. Moreover, when the leader approaches its breakdown point, it also influences overall system performance. Thus, the adjustment timing should consider the two conflicting roles as follows.

5.2.3 The Adjustment for the System

We first consider maximizing the utility in this paper. Load balancing is intended to take full advantage of the resource rather than to only consider the limits of hardware capacity. For dealing with more requests, the system needs to expand the cluster of followers. However, the more burden on the leader would cause the
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a) The trend of CPU utilization for the leader

b) The trend of Memory utilization for the leader
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Figure 4. The capacity of the leader with the increasing number of requests
worse performance. Thus, we combine the two conflicting situations to adjust the deployment. The timing for adjust could depend on various needs of applications, such as the requirement of throughput, bandwidth and memory.

Figure 5 depicts the trend of bound3, which is derived from bound1 and bound2. We set the proportions of $k_7$ and $k_8$ according to the proportions computed from the communication steps between the follower and the leader. During the complete

Figure 6. The throughput of the leader and followers before and after adjustment
experimental procedure, bound1 of the followers decreases as the system scales because of the increasing load. Then, the bound2 of the leader also decreases because of the realistic platform. Under the same number of requests, bound1 is smaller when there are fewer followers. When the number of requests is below 5,000, the trend of the ‘s = 5’ and ‘s = 7’ deployment decreases more sharply than that of the ‘s = 3’ deployment. As the deployment of ‘s = 3’, before the 5,000-request point, the number of followers could also be decreased. The trend remains stable, decreasing gradually between 5,000 requests and the extreme. This result denotes the timing that the resource utility achieves optimality. Thus, we assume that our actions should be taken after the extreme. Namely, the extreme is the point at which to adjust the followers to maintain a specific throughput volume. For example, the strategy could adjust from the deployment ‘s = 3’ to ‘s = 5’ as shown here. The similar adjustment could be from the deployment ‘s = 5’ to ‘s = 7’. Note that the specific adjustment strategy should be further studied according to different objectives. By eliciting the leader’s bound, bound2, and the followers’ bound, bound1, we deduce the threshold bound3 ≈ 5.30 for ZooKeeper in our cases. Figure 6 compares the throughput before and after the adjustment. The result demonstrates that the leader and followers are still in the steady phase and that the performance has been improved through the adjustment.

6 CONCLUSIONS

The research here provides a novel perspective for the analysis of ZooKeeper performance. In the emerging large platform, coordination services offer more capacity for the new challenge. In this paper, we developed a stochastic model to describe the coordination process. Based on this model, we derived an optimal strategy for adjusting server deployments in ZooKeeper and observed the results using a real environment. The experimental results demonstrated the trend of various server metrics, and the results revealed the sensitivity of each metric with providing insights for control schemes. Meanwhile, the influences of the performance we quantified could aid in making deployment decisions. Considering the conflicting roles involved in load balancing, thresholds are given to maximize the resource utilization. In the future, we can potentially improve system scalability, reliability and availability based on specific multimedia applications using the distributed platform.
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