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Abstract. Context-Aware Recommender Systems (CARS) are extensions of traditional recommender systems that use information about the context of the user to improve the recommendation accuracy. Whatever the specific algorithm exploited by the CARS, it can provide high-quality recommendations only after having modeled the user and context aspects. Despite the importance of the data models in CARS, nowadays there is a lack of models and tools to support the modeling and management of the data when developing a new CARS, leaving designers, developers and researchers the work of creating their own models, which can be a hard and time-consuming labor, and often resulting in overspecialized or incomplete models. In this paper, we describe GUMCARS – a General User Model for Context-Aware Recommender Systems, where the main goal is to help designers and researchers when creating a CARS by providing an extensive set of User, Context and Item aspects that covers the information needed by different recommendation domains. To validate GUMCARS, two experiments are performed; first, the completeness and generality of the model are evaluated showing encouraging results as the proposal was able to support most of the information loaded from real-world datasets. Then the structural correctness of the model is assessed, the obtained results strongly suggest that the model is correctly constructed according to Object-Oriented design paradigm.
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1 INTRODUCTION

A recent research trend in Recommender Systems (RS) is the inclusion of context information in the recommendation algorithms, as contextual information has been proved to help increasing the prediction accuracy of recommender systems [24, 80]. This type of RS are known as Context-Aware Recommender System (CARS). Contextual information plays an important role in CARS, as user behavior is affected by the user current context [16], e.g., time, location, mood, and weather. CARS are based on the idea that similar users, in similar contexts, like similar items, and that user’s preferences change according to his/her contextual situation [39]. Therefore, in CARS, as in most personalization systems, a user model is an essential component used to store the information about the user, his/her context, and interactions with the systems, which can later be used to adapt and personalize the system in order to improve the experience of the user in future interactions [49, 37].

Despite the advances in context information management [73], the design and development of context-aware systems, such as CARS, remain significantly more challenging than traditional systems, especially without supporting tools that facilitate this process, as to add context-aware capabilities to a software system brings design and development overhead inherited from the complexity of managing (acquiring, aggregating, storing) the user and context information [80].

Nowadays there is a lack of tools that support and facilitate the development of CARS [41], especially infrastructures for user and context information management [6, 49], which leaves developers and researchers the work of designing and implementing their own context-aware models to manage the information needed by recommendation algorithms, based on their knowledge and with no model to use as a reference, often resulting in overspecialized inefficient or incomplete models [80].

Even when some proposals of user model (e.g. [40]) and context model (like [89]) exist in the literature, they are not designed specifically for recommender systems, which means that such models do not consider key information for recommender systems, like items’ data or ratings history. Also, some proposals are too abstract, designed at ontological level (e.g. [94]); others present the information categories, but not the specific attributes of user or context (e.g. [89]), and getting them to implementation implies a lot of work.

Summarizing, a context-aware user model that can be used in a range of CARS domains, which could improve CARS designer and developer efficiency, providing a data structure to manage the information of the context, user and his/her interaction with the system has not yet been proposed in the literature.

In this paper, we propose a General User Model for Context-Aware Recommender Systems (GUMCARS), that addresses the above-described problem providing a generic model for CARS information that can be used by CARS designers and developers to support the information for their CARS implementation, or as reference model that can be easily adapted to specific project needs.

GUMCARS proposes a taxonomic categorization of the information used by CARS, and provides an extensive set of User, Context and Item aspects that covers
the domain recommendation most commonly found in CARS literature, as well as
the relation between these information elements resulted from the interaction of the
user with the system. The result is a user model for context-aware recommender
system that aims to achieve balance between Completeness so it can be used into
a CARS systems with minimum modifications, and Generality so it can be extended
to suit specific project needs.

The main contributions of this paper are:

1. From a context-aware recommender systems perspective, this paper presents
a taxonomy that organizes the information needed by CARS systems to perform
recommendations.
2. From a user modeling perspective, GUMCARS presents a general user model for
context-aware recommender systems that can be adapted to suit specific needs,
or used as a basis for future user model developments.

The remainder of this paper if structured as follows. Section 2 presents the
related work. Section 3 presents the proposed taxonomy of CARS information. Section 4 describes a generic user model for CARS, Section 5 presents an experiment
performed to assess GUMCARS completeness, and then Section 6 describes another
experiment where the structural correctness of the proposal is evaluated. Finally,
Section 7 presents the conclusions and future work.

2 RELATED WORK

In order to generate relevant recommendations, CARS needs to model the informa-
tion of the user, the interaction of the user with the system, and the context where
the interaction takes place [53].

A user model is defined as the knowledge about the user, explicitly or implicitly
encoded, which is used by the system to improve user interaction [78].

The recent advance in technology that offers “anytime, anywhere, anyone” com-
puting, has enabled software system to acquire more information about the user and
his/her surroundings, which introduced the challenge of context-aware user model-
ing. A user model can be considered context-aware if it can express aspects of the
user’s contextual situation and helps software systems to adapt their functionality
to the context of use [83].

A commonly used definition of context comes from Dey and Abowd [28], they
define context as any information that can be used to characterize the situation of
an entity. An entity is a person, place, or object that is considered relevant to the
interaction between a user and an application, including the user and application
themselves. From an infrastructural perspective, context provides computing devices
with information about their environment as provided by other system components.
In order to provide such information, context needs to be classified in different ‘types’
or ‘dimensions’ of context, e.g. physical, computational, etc.
Dourish [30] introduces a taxonomy of context, according to which context can be classified into representational or interactional view. The representational view assumes that the contextual attributes are identifiable and known a priori, and hence, can be captured and used within the context-aware applications. In contrast, the interaction view assumes that the user behavior is induced by an underlying context, but that context itself is not necessarily observable. As the interactional view of context is an approach borrowed from psychology [3] that considers context non-observable, it cannot be used to explicitly store the context information into a computer system. Therefore, this work is based on the representational view of context, as this approach allows to identify context attributes and to model it.

The areas of user modeling and context representation are well-established research topics by themselves. Next we review some of the most related publications on modeling user or context information in software systems.

Heckman [40] introduced the General User Model Ontology (GUMO) for the uniform interpretation of distributed user models. GUMO is intended to represent the information of the user for adaptive systems, the proposal presents a long list of user aspects to be considered in such systems organized into 12 Basic User Dimensions. As GUMO is created at an ontological level, it does not present further organization of the user characteristics or any architecture or implementation design that could help CARS developers in their effort of designing a context-aware user model.

Kaklanis et al. [52] proposed another user model in their efforts of the Virtual User Modeling and Standardization ‘VUMS’. Their proposal aims to model user preferences for graphical interfaces, as well as some cognitive and physical human abilities. As the proposal is aimed at modeling people with disabilities and elderly people, the user aspects are limited to such interests. Therefore, this model would be of little help when designing a context-aware user model for CARS.

Jawaheer et al. [49] classify the different types of user feedback as a source of information for user modeling in recommender systems. However, they do not describe what user or context information must be included in such a model. They conclude the work with a series of future research challenges, including the need for a unified user model for recommender systems.

With respect to context modeling, Zimmermann et al. [98] defined five fundamental categories for context information: Activity, Time, Relations, Individuality, and Location. They describe such categories as the design space of context models for context-aware application to build upon. Later on, Verbert [89], through an extensive survey on context-aware systems, increases the number of categories for context information up to 8, namely, Computing, Location, Time, Physical Conditions, Activity, Resource, Social Relations, and User. Unlike Zimmermann, Verbert presented a series of subcategories for each context category; e.g., Computing is categorized into software, hardware, and network. However, a low-level detail of what information about context designers and developers should consider when creating their own context-aware user model has not been described by either proposal.
As the need for tools that help in the design and development of CARS is known in the literature, some proposals have emerged proposing tools for that matter.

Mettouris and Papadopoulos [61] present a tool designed to facilitate the development of reusable user models for CARS. The researchers publish the proposal as a web application, where developers can describe the context aspect that will be included in their model design. Even when their works [61] help developers as a tool to enlist context aspects and the possible values of each aspect, the work of identifying the aspects that will be included in the model is left to designers and developers. This tool does not allow to specify the data type of each aspect or relations between aspects, neither the proposal uses a formal or semi-formal notation (such as UML or XML) to help to take their list of aspects closer to a model design. Mettouris proposals [61] differ from GUMCARS proposal as follows: their tool is intended as a place to register, test and share a list of context aspects that later can be used to create a model, and our proposal is closer to the design and implementation phases as it presents the conceptual design and the UML model of a context-aware user model.

3 CARS INFORMATION TAXONOMY

In a relatively short time of CARS existence, a lot of different proposals have been created [74], either to test new algorithms or to measure how including certain information can help the recommendation process to generate better results. In most cases, each proposal arbitrary selects which information to take into account.

In order to create a general user model for CARS, and before the identification of what attributes will be included in our general model, we needed to define a classification of the concepts involved, that can be used by the model as a basis to structure the information it contains.

In this section, we describe a taxonomy proposal of the information that CARS use to generate context-based predictions. This taxonomy represents one of the contributions of our work, as it organizes the high-level information of the user, context and items that CARS need to work with, and, to the best of our knowledge, is the first taxonomy for CARS information.

The taxonomy comprises four categories of information:

1. User information,
2. Context information,
3. Activity information, and
4. Item information.

Next, each category and its corresponding sub-categories are described.
3.1 User Information

This top level category represents all the information of the user that describes him/her as a person, as such information is heterogeneous, and based on [40], we further organize the user category into eight subcategories: Physiology, Contact information, Personality, Emotion, Role, Interest and Preference, Demographic, Mental.

Compared to Heckman’s [40] list of 12 dimensions of user information (contact information, demographics, ability and proficiency, personality, characteristics, emotional state, physiological state, mental state, motion, role, nutrition, and facial expression); we do not consider a category for user’s characteristics as we consider (supported by Heckman’s [40] itself), that there is no clear separation between personality traits and characteristics; we propose to support both information in the Personality subcategory. Heckman uses the ability and proficiency dimension to support information about abilities and disabilities of the user, such information is supported in the Physiological subcategory of our taxonomy. Heckman uses the motion user dimension to represent whether the user is walking, sitting, goingUpStairs, etc. We consider such information to be part of the activity of the user, and is considered in the Activity information category (described in Section 3.3). The last dimensions we do not include in our taxonomy are Nutrition and Facial expressions, as we considered them very specific, this can increase the computational complexity of the model and most important, will make the model more cumbersome and harder to understand.

We also include a category called Interest and Preference, as CARS literature expresses that end users will consider useful a recommendation only if it fits in his/her interests and preferences [74].

Next, the proposed organization of the user information category is depicted in Figure 1, then each subcategory is briefly described.

![Proposed taxonomy for CARS user information](image)

**Figure 1.** Proposed taxonomy for CARS user information

**Physiology.** Physiological aspects represent the information about user’s body and its functionality. This information is further subdivided into:

**Body Parts:** This represents information about parts of the human body. The body parts subcategory is subdivided into Head, Hand, Foot. And could the list of body parts of humans as described in [20].
**Physiological State**: Generic class to store information about physiological states, whose attributes are name, level and isNormal, these attributes can be used to represent states like respiration, blood pressure, heart rate, etc.

**Disability**: Superclass for specific disabilities classes. As designing a class for all the existing disabilities is outside the scope of this work, the model currently included only ColorBlindness and Musculoskeletal disability classes as a probe of concept, specific disabilities can be added as needed by specific projects.

**Contact Information**. For CARS, it is important to know whom is the user interacting with in the system, in order to provide tailored recommendations. Contact subcategory refers to user aspects that identify a person (such as name, last name, and email), and the user’s address. This information is available in most commercial systems since the user has to create an account and provide his data. Contact information is further subdivided into:

- **Address**: used to represent the data related to the user’s address, which could include information such as house number, street name, and country.
- **Social Network**: represents the contact information of the user in social network sites that can be used by recommender systems to infer user preferences from their social activities as done by [7] and [8].

**Personality**. Describes permanent or very slow changing patterns that are associated with a person. CARS can use the personality information to decide on what items will fit better to the user, for example, [14] uses the user personality as an important factor in their travel CARS. Certainly, the personality subcategory can be subdivided with the list of personality traits, but as there are several personality models in psychology like Big Five [50] and Cattell’s traits of personality [56], we opt to include the basic elements in the taxonomy to support all the personality models, and not to stick to any particular model (as described in Section 4.2.1).

**Emotion**. Emotions are subjective human experiences. Even when emotion information may look similar to a personality, there are different terms of duration of its contained information. Emotions tend to be closely associated with a specific event (context), and have a short duration of minutes up to an hour, while personality reflects long-term user characteristics.

**Role**. This user subcategory represents information about the role the user is playing at a certain moment. According to [15], the user can take several roles and frequently change between them, for example, a user can visit a town as tourist or businessperson and the CARS should be able to recommend different places to visit depending on such a role.

**Demographic**. This subcategory represent user’s demographical information such as age or family status. This information can be used by CARS to improve the recommendations, for example [27] uses demographical information, such as
gender and socio-economic information in a context-aware music recommendation system. Demographical information along with interest and preference can be used by CARS to improve the interaction of the user with the system, using such information to adapt the user interface accordingly as presented in [50].

**Mental.** Used to describe the user’s state of mind, this subcategory is subdivided into mood, mental state and cognitive style subcategories that can be used by CARS to provide more tailored recommendations to users. For example [2] uses the user mental stress, while [22] uses the user mood in their CARS.

**Interest and Preference.** This user information category allows to explicitly store user preferences for, or interest in some type of items. In a CARS presented in [95], the interest of the user is used to recommend places and events to visit accordingly, a user with music interest will be recommended to attend concerts, while a user with shopping interest will be recommended to visit near shopping malls. Similarly the CARS of [95] also implicitly collects the preferences of the users, which help the system to decide what specific type of place to recommend, in the music-lover user example, the system could use the preferences of the user to decide whether recommend country, rock or classical events. This user information category is further subdivided into:

- **Interest:** Represents the interest of the user in certain topics or items.
- **Preference:** Represents the preference of the user for certain items in relation with a certain context.

### 3.2 Contextual Information

This category represents information about the environment that surrounds the user, as well as other information about the items or the recommendation system itself that can be used to characterize the situation of the elements considered in the CARS. We organize the context information into the following six subcategories: Computing, Location, Time, Physical condition, Resource and Social relation.

Compared to the organization of contextual information proposed in [89], that describes a list of 5 types of context like Computing, Location, Time, Physical Condition, Activity, Resource, User, and Social Relations; we do not consider a subcategory for the activity information, as we consider such information in a category at a higher level. We do not consider the user information to be part of the context category, as we have a more detailed categorization of the user information, and it is supported in a top-level category of the proposed taxonomy. The similarities and differences between the matching types of context from [89] and the proposed taxonomy are discussed along with the description of each subcategory.

Our taxonomy supports other proposals of context information organization, like the one presented in [11] that argues that is important to include interactions between the environment (supported in Computing and Physical Conditions subcategories), the user (supported in User category), their tasks Activity), and other users (Social Relation) as part of the contextual information.
Next, the proposed taxonomy for context information category is depicted in Figure 2, and then each subcategory is briefly described.

**Computing.** This subcategory represents the information that describes computational elements. Following [89], this subcategory is further divided into:

**Software:** This sub-subcategory describes the characteristics of software systems that may be available to the user under a certain context, or software systems that the user is interacting with at certain moment. Let us consider a CARS that is recommending persons to a friend on different social networks, for such a system, the information about what applications the user have installed on their smart-phone may be very useful.

**Hardware:** Comprises information about the hardware as a physical item, such as *Vendor* and *Model*. We follow the Composite Capabilities/Preference Profile (CC/PP) [93] to further organize the hardware sub-subcategory into *Sensors*, *Display*, and *Device* that represent all the computing devices (like tablet, laptop and smart-phone) and include information of the minimum components of the computer device like *RAM*, *Processor* and *Storage*.

**Network:** Information related to properties of the networks that are being used by computing devices. As for uses of *Network* information, CARS can take into account if the user’s mobile device is currently on WiFi connectivity or via the cellular network in order to recommend High Definition or Standard Definition videos.

**Resource.** The resource information models relevant characteristics that describe elements and the services that items or places provide, for example, if a restaurant has wheelchair ramps, or if a hotel has transportation to and from the airport. The resource sub-subcategory of context can also be used to describe digital resources that are relevant to users, for example, a learning material can be used by a CARS to recommend learning topics to students.

**Time.** Time subcategory represents information about the time of the day, time of the week or time of the year (season), this information allows CARS to record the moment that some actions took place. The use of *time* information in CARS...
is very common, as its values are easy to gather and have a deep impact on the user decisions \[38\].

**Social Relation.** This subcategory of contextual information refers to social associations or connection between the user of the system and other persons that may or may not be part of the CARS. The user social relations can help CARS to tailor items specific to a current user companion, or to infer user preferences based on the knowledge the system has about other users related to him/her \[79\].

**Location.** In the proposed taxonomy, the location subcategory refers to information that relates a user or an item with a physical or a digital location. Location information is used by CARS to recommend the user items like restaurants or movie theaters near him/her. Location is so often used in CARS, that there is a whole research topic called location-aware recommender systems \[32\].

- **Physical Location:** Comprises information used to identify a specific point in the world, using the coordinates (latitude and longitude) or an address.
- **Digital Location:** Refers to information of where a digital resource (like a web page, video or song) can be located on the Internet. A common example of a digital locator is a URL (Uniform Resource Locator) that specifies the location of a computer in a network.

**Physical Condition.** Describes the environmental conditions where user or items are situated at a certain point in time. Physical condition describes physical conditions external to user or items like the level of crowdedness and the level of traffic. This subcategory is further subdivided in:

- **Weather:** Represents weather information that CARS can use to better tailor suggestions, for example, the weather is important when recommending places to visit as recommending an outside place with a rainy weather may not be well perceived by users \[26\].
- **Noise:** Refers to information about the level of noise at a certain place, at a given time.
- **Light:** Used to represent the light level as well as the light source of the physical environment.

### 3.3 Activity Information

This information category represents the activity performed by the users of the system and relates such an activity to the user and the context.

The activity of the user can help CARS perform more accurate recommendations, for example, Spotify, a music service and recommender system, identifies when the user is running or biking and plays inspirational music to keep them going.

Unlike other proposals like \[40, 89\] that consider the activity information as part of the contextual information, we create a category for such information at the same level of User or Context information.
3.4 Item Information

This category represents the information about the items of the CARS catalog like Video, Book and Audio. The importance of items information for CARS is paramount as items along with the transaction log are the base information for the CARS algorithms [74][4].

4 THE GENERAL USER MODEL FOR CONTEXT-AWARE RECOMMENDER SYSTEMS

This section introduces GUMCARS, a General User Model for Context-Aware Recommender Systems that along with the information taxonomy, represents the main contributions of this paper.

The goal of GUMCARS is to structure the user, context, and items aspects that can be used by CARS systems either as the input for recommendation algorithms or by the system itself to improve interaction with the user. GUMCARS can be used by researchers as a basis for future model developments, as it contains a holistic view of the information used by the research community to generate context-based recommendations, by designers of CARS as the model can serve as a guide when selecting the information aspects to create their own model, and by CARS developers as the model is expressed not only from a conceptual perspective (the taxonomy), but also is presented from a software architectural point of view, and is ready to support the information needed by the most common recommendation domains.

Based on Dourish [30] representational view of context, GUMCARS is formed by a finite set of user, context, and item attributes. The methodology used to gather the specific aspects that form GUMCARS is described in the following subsection. Then, the proposed architecture for GUMCARS is presented.

4.1 Gathering of CARS Information Aspects

As GUMCARS intends to structure a finite set of user, context and item aspects that can be used by CARS as input information for the recommendation algorithm. In the previous section the proposed taxonomy for the information organization was described, as the taxonomy is an organization of concepts and does not contain the specific attributes that will support the CARS information, the next step towards the creation of GUMCARS structure was the identification of such specific information aspects, for which a systematic literature review of CARS was performed and presented in [46].

For the Systematic Literature Review (SLR), the Kitchenham [54] methodology was followed, the SLR reviews the user modeling, context-awareness, and CARS literature to respond the following questions:

1. Which user aspects have been used in CARS literature as input information for the recommendation algorithms?
2. Which context aspects have been used in CARS?
3. What items are being recommended by CARS?
4. What aspects about such items are being used by the recommendation algorithms?

The execution of the SLR consisted in defining the search queries, executing such queries in the selected literature sources, gathering all the matching publications and the grooming of the results based on a series of predefined filters that goes from reading the title to reading the entire publications. The results obtained from SLR was an extensive list of aspects (like address, mood, companion, season, battery level, show size, etc.) and aspects values (like partner, family, and friends for the companion aspect) that publications have used in their CARS proposals. For a more detailed description of the followed steps or the obtained results please refer to [46].

4.2 The GUMCARS Model Architecture

This section describes the architectural view of the model, compared with the conceptual view (taxonomy), the architectural view goes deeper in detailing what specific aspects are considered for each information category. The architecture of GUMCARS is designed following the object-oriented (OO) paradigm [12], and the semi-formal language Unified Modeling Language (UML) [13].

GUMCARS architecture uses the same four top-level categories proposed in the taxonomy, which are called (packages) in the UML notation, the sub-categories and sub-subcategories are classes, and the aspects are class attributes.

The rest of this section describes the proposed architecture for each category.

4.2.1 User Aspects Considered in GUMCARS

The UML class diagram of user information is presented in Figure 3 and the counting of classes and attributes considered for this package is presented in Table 1. In addition, representative examples of what user aspects were found through the SLR, and how they were organized in the proposed model are given. For a detailed documentation of each class and attribute please refer to http://bit.ly/GUMCARS_user, where the GUMCARS model is used as the core component of the user modeling framework for CARS.

For the model architecture, the body part sub-subcategory presented in the taxonomy is specialized into four types of body parts: Foot, Arm, Head and Hand. Aspects of this classes are being used in CARS, for example Shoe Size which is an attribute of the Foot class, is considered by [44], while Ring Size and Bracelet Size attributes mapped to Hand and the Arm classes, respectively, can be used by a CARS recommending fashion accessories like the proposed in [57].

Contact information like Address and email address are used by [81]; the physical address and phone number are also attributes of the Contact class as used by [71].
The personality information is used for example by [51] as a way to improve the music preference predictions in their CARS. GUMCARS support personality information containing base attributes such as Level and Name that can support different personality models or can be specialized to support a specific personality model.

The demographics information was commonly used in the reviewed literature, for example [92, 17] use age, gender, and employment among others. In this package, Spoken Language class was added to support cases like [7] where the language that the user speak is considered by their CARS.

### 4.2.2 Context Aspects Considered in GUMCARS

In this section, Figure 4 presents UML class diagram for the context information, and Table 2 presents the number of classes and attributes considered in GUMCARS; then, representative examples of what context aspect were found through the SLR,
Table 1. Number of classes and attributes of GUMCARS for User information and how they were organized in the proposed model are given. A detailed documentation of each class can be found at [http://bit.ly/GUMCARS_context](http://bit.ly/GUMCARS_context).

```plaintext
<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Classes</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physiology</td>
<td>12</td>
<td>33</td>
</tr>
<tr>
<td>Contact</td>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>Personality</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Interest and Preferences</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>Emotion</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Role</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Demographics</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>Mental</td>
<td>5</td>
<td>20</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>31</td>
<td>127</td>
</tr>
</tbody>
</table>

Figure 4. Context aspects considered in GUMCARS
The information of computing devices like smart phones is used by [26]. Also [77] considers that storing the battery level of mobile computing devices is important for CARS. To support this information, the device class of the Computing package, is further specialized into mobile device class, also sensor class is created as an specialization of hardware class.

Time is one of the most used contextual information in CARS, as found in the SLR. For example, [26] uses the time of the day to tailor news, [92] uses weekday and weekend categorization, and [71] uses the type of day (e.g. holiday or weekend) as valuable information in their CARS. GUMCARS further organizes the Time package adding Time of Day, Day of Week, Season and Day Type classes.

The aspects referring to other packages like the Social Relation, Location and Physical conditions were also found in the SLR, for example [16] considers the user companion when recommending movies, [8] uses the location of the user (expressed in latitude and longitude) when recommending places to visit, and [71] uses the weather condition as valuable information in their CARS.

### 4.2.3 Activity Information Considered in GUMCARS

Recommender systems use the information of what item the user consumed and in what context such activity took place, as base information for the prediction generation [74]. A good example of how all this information is used is presented in [71], their CARS consider the activity of the user (running, driving, standing, etc.), along with some contextual information (like location, time of day, day of week) and information about what song the user is currently listening, to decide what to recommend next.

With the Activity package, GUMCARS supports the past and current activity of the user, the item consumed in such a transaction, the contextual information, and the rating given by the user. GUMCARS contains a total of 5 classes and 18 attributes to represent the activity information as depicted by the UML diagram in Figure 5. For a detailed description of each class and attribute please refer to http://bit.ly/GUMCARS_act.

### Table 2. Number of classes and attributes of GUMCARS for context information

<table>
<thead>
<tr>
<th>Subcategory</th>
<th>Classes</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computing</td>
<td>12</td>
<td>67</td>
</tr>
<tr>
<td>Resource</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Time</td>
<td>5</td>
<td>33</td>
</tr>
<tr>
<td>Social Relation</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Location</td>
<td>6</td>
<td>40</td>
</tr>
<tr>
<td>Physical Condition</td>
<td>5</td>
<td>19</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>31</strong></td>
<td><strong>172</strong></td>
</tr>
</tbody>
</table>

The table above shows the number of classes and attributes for each subcategory in GUMCARS considering both past and current activity of the user.
4.2.4 Items Information Considered in GUMCARS

In addition to User, Context and Activity information, GUMCARS also includes the base aspects related to the Items that a CARS could recommend. These aspects are included in an Item package, which contains classes to represent the elements the reviewed publications are recommending as shown in Figure 6. The item package contains a total of 8 classes and 41 attributes to represent the information about the items. For a UML diagram of the classes and a detailed description of each class and attribute, please refer to [http://bit.ly/GUMCARS_items](http://bit.ly/GUMCARS_items).

Next sections present two evaluations performed to the GUMCARS model, the first one is dedicated to a mathematical evaluation using complexity metrics intended to evaluate the Correctness of the model. The second describes a practical evaluation that evaluates the Completeness and Generality of GUMCARS by measuring its ability to hold data from real-world datasets.
5 EVALUATING GUMCARS COMPLETENESS AND GENERALITY

According to [58], the quality of a conceptual model can be categorized in

**Syntactic:** the model contains only statements that are valid in the language;

**Semantic:** how well the model represents the important elements of the domain;

and

**Pragmatic:** how the intended audience interprets the models.

In this experiment, we perform a Semantic quality evaluation of GUMCARS. The Semantic quality of the model (M) with respect to the target domain (D), can be defined by two quality attributes: Validity and Completeness [58].

Validity ensures that the elements included in the model are relevant to the modeled domain. As the GUMCARS model is based on the SLR [46] performed explicitly in the target (CARS) domain, all the included elements in GUMCARS were stated as important for the domain by their respective publications.

Therefore, in this iteration, we focus on evaluating the Completeness of GUMCARS, which refers to how many of the relevant elements of the domain are included in the model. In [63], Completeness is also defined as whether the model supports all the information required by target systems. This experiment also allowed us to validate the Generality of the model that according to Moody [65] describes how wide the application scope of the model is. In this work, we define Generality as the ability of the model to support data from different domains.

5.1 Materials

We used a total of 8 datasets gathered from the literature. We selected only datasets that were not considered during the creation of the model, that were created for recommendation purposes, and, that contain data about the 3 main elements (Users, Items and Context). The datasets correspond to different item domains, with different quantity and type of information. Table 3 shows the details of each dataset.

In addition, to perform this evaluation, an implementation of GUMCARS is used, such implementation is part of a wider project where the proposed model is used as part of a CARS modeling framework (http://um4rs.com). Such implementation was created by exporting the UML representation of the model to a C# code library. We consider the code to be just another representation of the model, as there is no change between the architectural view of the model and the implemented code. In this experiment, as well as in the one described in Section 6 we opted to use the implemented model as a way to automatize the evaluation and avoid biases.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
<th>Type</th>
<th>Attributes</th>
<th>Instances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan Restaurant</td>
<td>Restaurant dataset by [70]. Describes the restaurant, time, environment, and user's social information.</td>
<td>Food</td>
<td>3 14 17 34 800</td>
<td></td>
</tr>
<tr>
<td>Trip Advisor</td>
<td>Hotel booking dataset by [96]. Contains information about the hotel, the context, and the user.</td>
<td>Hotel/Travel</td>
<td>3 2 4 9 14176</td>
<td></td>
</tr>
<tr>
<td>Expedia</td>
<td>Travel booking dataset from expedia.com. Contains 150 aspects about the travel destination, aspects of the user and the context.</td>
<td>Hotel/Travel</td>
<td>4 15 154 173 62100</td>
<td></td>
</tr>
<tr>
<td>STS</td>
<td>A travel dataset by [31]. Is rich in user and context information including Big Five personality traits.</td>
<td>Hotel/Travel</td>
<td>8 15 4 27 2535</td>
<td></td>
</tr>
<tr>
<td>DePaul Movie</td>
<td>Movie dataset by [97]. Contains information about the time and companion of the user.</td>
<td>Movie</td>
<td>1 4 1 6 50043</td>
<td></td>
</tr>
<tr>
<td>LDOS CoMoDa</td>
<td>A movie rating dataset by [55]. This dataset contains emotional information about the user while rating/watching the movie, as well as movie and context information.</td>
<td>Movie</td>
<td>9 8 14 31 2296</td>
<td></td>
</tr>
<tr>
<td>Concert Tweets</td>
<td>A music dataset by [41]. This dataset contains information about concert events, the user, and the context of the user when attending the events.</td>
<td>Music</td>
<td>1 7 4 12 249470</td>
<td></td>
</tr>
<tr>
<td>InCar Music</td>
<td>A music dataset by [9]. This dataset contains information about the song, the mood and driving style of the user while listening to the song, as well as other contextual information.</td>
<td>Music</td>
<td>2 8 8 18 4012</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Information of datasets loaded into GUMCARS
5.2 Method

First, we mapped all the possible aspects found in each dataset to their corresponding attribute in GUMCARS classes. This enables us to identify what dataset aspects are supported, and what aspects are not supported by GUMCARS. An aspect is considered to be supported if GUMCARS contains an equal or similar attribute in their classes. For example, Social aspect of LDOS CoMoDa dataset refers to the companion of the user to watch the movie, and was mapped to Context.SocialRelation.RelationType enumerator in the model, that represents the same information.

Then, a simple script was developed for each dataset, where the dataset file was read and its contained features are mapped into GUMCARS implemented representation, following the mapping created in the first step. During this step, no changes were made to GUMCARS code.

The Completeness of GUMCARS was calculated as the percentage of the total numbers of aspects contained in the dataset ($D$), that were successfully mapped into the model ($M$), i.e. Completeness = $M/D$. Each dataset aspect scores a 1 into the $D$ variable if a corresponding attribute exists in GUMCARS, and all of its values were fully supported by the model. In cases where a corresponding attribute exists in GUMCARS, but some of the values present in the dataset were not supported by the model aspect, such attributes scored a 0.5 into $D$ and considered as Partially Supported.

5.3 Results

A total of 31 user, 73 context, 206 items aspects, and 323 332 instances were contained in the 8 datasets, and were mapped (separately) into GUMCARS. Along the datasets, some aspects are repeated, being the most common userId, itemId, rating and weather. As a result, in this experiment, 22 unique User aspects were used, 64 Context aspects, and 194 Item aspects of 6 different types of items, namely: food, hotels, travels, movies, concerts and songs, were used.

For Japan dataset, 6 of the 32 attributes were not supported, and 1 attribute (RelationType) was considered partially supported, as 2 (Boss and Subordinate) of the possible 6 values could not be mapped to GUMCARS’s RelationType enumerator. This result in a Completeness value of 0.81, which means that the 81% of the attributes were supported. We got Completeness of 89% for TripAdvisor, 96% for Expedia, and 70% for STS. For DePaul Movie we obtained a Completeness of 100%, and 90% for LDOS CoMoDa. In the ConcertTweets dataset, we were able to map all the contained attributes to GUMCARS, thus a Completeness value of 100%. Finally, for InCar Music dataset we obtained 83% of Completeness as 3 of its 18 attributes were not supported.

In general, GUMCARS supported the 93.55% of the user aspects, 75.34% of contextual aspects, and 96.12% of item aspects contained in the eight datasets used
in this experiment. The obtained *Completeness* for each dataset as well as the non supported attributes are presented in Table 4.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Attributes</th>
<th>Not Supported</th>
<th>Partially Supported</th>
<th>Completeness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan</td>
<td>34</td>
<td>Budget&lt;br&gt;Num. of Male (Partners)&lt;br&gt;Num. of Female (Partners)&lt;br&gt;Lowest Age (Partners)&lt;br&gt;Highest Age (Partners)&lt;br&gt;Partner Status</td>
<td>1 Relation type</td>
<td>0.81</td>
</tr>
<tr>
<td>Trip-Advisor</td>
<td>9</td>
<td>User time zone</td>
<td>0</td>
<td>0.89</td>
</tr>
<tr>
<td>Expedia</td>
<td>173</td>
<td>Orig_destination_distance&lt;br&gt;Is_package (is a travel package)&lt;br&gt;Srch_adults (num of adults)&lt;br&gt;Srch_children (num of children)&lt;br&gt;Srch_rm (num of rooms)&lt;br&gt;Cnt (number of similar events)&lt;br&gt;Posa_continent (point of sale)</td>
<td>0</td>
<td>0.96</td>
</tr>
<tr>
<td>STS</td>
<td>27</td>
<td>distance&lt;br&gt;knowledgeOfSurroundings&lt;br&gt;budget&lt;br&gt;travel goal&lt;br&gt;means of transport&lt;br&gt;POI’s category1&lt;br&gt;POI’s category2&lt;br&gt;POI’s category3</td>
<td>0</td>
<td>0.70</td>
</tr>
<tr>
<td>DePaul Movie</td>
<td>6</td>
<td></td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>LDOS CoMoDa</td>
<td>31</td>
<td>Physical (health condition)&lt;br&gt;Decision (to watch the movie)&lt;br&gt;Interaction (n-th interaction)</td>
<td>0</td>
<td>0.90</td>
</tr>
<tr>
<td>Concert-Tweets</td>
<td>12</td>
<td></td>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>InCar Music</td>
<td>18</td>
<td>DrivingStyle&lt;br&gt;RoadType&lt;br&gt;Sleepiness</td>
<td>0</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 4. Results of mapping and loading dataset into GUMCARS model

5.4 Discussion

The average value of *Completeness* for the 310 aspects tested was a 0.88 of 1, with a standard deviation of 0.09, which strongly suggests that GUMCARS is capable of supporting most of the aspects considered by the datasets.

The lowest *Completeness* value for a dataset corresponds to STS, which scored a 0.70, as 8 out of the 27 aspects considered in the dataset were not supported by
GUMCARS. This dataset contains some very specific traveling aspects like Travel Goal and Traveled Distance that would have been difficult to foresee.

We consider that GUMCARS performed well in supporting the datasets, especially in user and item information with 94% and 96% of Completeness, respectively. The obtained 75% of Completeness for the context information, even when this is a good value, is lower than the obtained value for others datasets. We attribute this to the fact that recommendation system field just started to consider contextual information [2], and there is not an established standard of what context information works best for CARS. Also, the amount of information of the environment (context) that surrounds users is enormous, and trying to create a contextual model that encompasses everything is practically impossible. Nevertheless, we strongly believe that GUMCARS has the needed base to allow model designers and researchers to tailor or extend the model to their specific contextual needs.

In general, this experiment allowed us to evaluate to some degree the Completeness of the model by mapping into it different datasets with different characteristic obtaining encouraging results. Also, the fact that the dataset contains information from different domains, allows us to prove GUMCARS Generality, as it was able to support most of the aspects of the tested domains. As for the non supported elements, they were included after finishing the evaluations, and the increased version of GUMCARS will be published as open-source.

6 EVALUATING GUMCARS STRUCTURAL CORRECTNESS

Assessing the quality of a complex model is generally a difficult task [44], since GUMCARS is, to the best of our knowledge, the first user model designed specially to build Context-Aware Recommender Systems, a direct comparison with other proposals is difficult or even misleading.

As the goal of GUMCARS is to be used in CARS implementations to support their data, we considered important to assess some quality attributes of the architectural and implemented representation of the model. Therefore, in this experiment, we focus on evaluating the Correctness of GUMCARS, which is a very important quality attribute of conceptual models [58].

The Correctness of a model is defined as whether the model conforms to the rules of data modeling techniques [64]. Since GUMCARS was created following the Object-Oriented (OO) design technique, we used software quality metrics to assess the level of Correctness of the proposed model, which (according to [36]) allow software designers to evaluate the quality characteristics of OO models, objectively.

6.1 Materials Used

For this evaluation, the Depth of Inheritance Tree, Number of Children and Coupling Between Objects metrics from the (CK) metric suite [18] were selected, as these met-
rics that can be applied either to class diagram or to code \cite{36}. We also considered important to assess the Maintainability of GUMCARS, as it expresses the easiness with which the model could be adapted to suit specific needs \cite{25}, therefore we also include the *Maintainability Index* metric in this evaluation. Next, the used metrics are briefly described.

- **Depth of Inheritance Tree (DIT)**: The depth of a class within the inheritance is defined as the maximum length from the class node to the root of the class hierarchy tree and is measured by the number of ancestor classes \cite{18}. A low value of DIT implies less complexity in the model organization, a value between $1 \leq DIT \leq 6$ is desired \cite{69}.

- **Number Of Children (NOC)** Number of immediate sub-classes subordinated to a class in the class hierarchy \cite{18}. The value of NOC represents the number of classes that inherit from a specific class. An optimal value for NOC is between 0 and 11, values from 12 to 28 are regular and a value greater than 29 is considered bad NOC \cite{35}.

- **Coupling Between Objects (CBO)** Coupling Between Objects, also known as Class Coupling measures the relationships between entities \cite{19}. CBO is a measure of how many classes does a single class use. The CBO value threshold proposed by Microsoft \cite{67} is a 0–9 range for optimal (green) CBO value, a 10–80 range for acceptable (yellow) value, and CBO greater than 80 is considered critical (red) value.

- **Maintainability Index (MI)** ISO/IEC 9126 \cite{47} defines maintainability as “the capability of the software product to be modified. Modification may include corrections, improvements or adaptation of the software to changes in the environment”. To measure the maintainability of the GUMCARS we used the *Maintainability Index* (MI) metric, which measures maintainability by taking the size, complexity, and self-descriptiveness of the classes into account, resulting in a MI range between 0 and 100, where 100 represents the best possible value of maintainability of the system \cite{68}.

### 6.2 Method

The selected metrics could be applied either to UML class diagram performing the calculation by hand or to classes in code using tools to perform the calculations.

To avoid any bias in the metric applications, and to get the most objective results, we opted to apply the metrics to the code representation of GUMCARS (described in Section 5), using automated tools to perform the calculations.

The GUMCARS’s values for *DIT* and *NOC* metric were gathered using NDepend. For the *CBO* and *MI* metrics, Visual Studio IDE was used. Both tools gave a numeric value of each class for the evaluating metric. The results of each metric are loaded into SPSS for the data analysis.
6.3 Results

According to [18], a lower DIT value is preferred, with a threshold between 1 and 6 for an optimal value. This experiment revealed a maximum DIT value of 4, a mean value 1.41 with a Standard Deviation (SD) of 0.69, as can be seen in Table 5 placing GUMCARS inside the optimal threshold for this metric. The deepest leaf found in GUMCARS inheritance tree is Hardware > Device > MobileDevice > Smartphone in the context package.

The NOC mean value of GUMCARS is 0.41 with an SD of 1.40 and a maximum number of 8 children for a single class, that correspond to Item class, as all the types of items considered in GUMCARS are dependent of Item class.

In this experiment, we got a CBO value of 1.42, with SD of 1.79 and a maximum value of 10. The maximum CBO value corresponds to User class, as it is dependent of 10 other classes, even when the 10 is outside the optimal value (as shown in Figure 7), it just occurred once, and the rest of the 85 classes fall between 1 and 7.

The last metric applied in this experiment is MI, the mean value obtained is 94.8, with SD of 2.89 and the lowest value of 90 with only 1 occurrence, and corresponds to Item class.

Next, Figure 7 shows the frequency distribution for the DIT, NOC and CBO metrics, and Figure 8 shows the distribution for MI values. Table 5 summarizes the results obtained from the application the quality metrics to GUMCARS. Then, Table 6 shows some representative examples of the raw data obtained from the metrics, showing some best and worst cases.

Figure 7. Frequency distribution of DIT, NOC and CBO
6.4 Discussion

The low value obtained for DIT (1.41) reflects that the model organization is not complex, which will help GUMCARS to be understood and used by its target users (CARS designers, researchers, and developers). This DIT value supports Correctness with respect to the organization of the model classes.

For the NOC metric, we obtained a 0.41 with a maximum of 8, this places GUMCARS in the optimal values part of the threshold. The result of NOC strongly

<table>
<thead>
<tr>
<th>Class</th>
<th>Location in Model</th>
<th>DIT</th>
<th>NOC</th>
<th>CBO</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>(top level)</td>
<td>1</td>
<td>0</td>
<td>10</td>
<td>90</td>
</tr>
<tr>
<td>Context</td>
<td>(top level)</td>
<td>1</td>
<td>0</td>
<td>7</td>
<td>92</td>
</tr>
<tr>
<td>Item</td>
<td>(top level)</td>
<td>2</td>
<td>8</td>
<td>0</td>
<td>91</td>
</tr>
<tr>
<td>Activity</td>
<td>(top level)</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>93</td>
</tr>
<tr>
<td>RelationType</td>
<td>Context.Social</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>SmarthPhone</td>
<td>Context.Computing</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>95</td>
</tr>
<tr>
<td>MentalStress</td>
<td>User.Mental</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 6. Representative examples of raw data obtained from the application of the metrics
suggests that the proposed model uses a correct level of abstraction, as there is not a single class with too many dependent children.

Coupling Between Objects (CBO) metric yielded a mean 1.42 value which reflects that GUMCARS has an optimal level of coupling between classes. From the 86 total classes of the model, only one lays outside the optimal value, namely the User class, that got a CBO of 10, placing it in the good part of the threshold. Certainly, the User CBO could be improved sub-dividing the class, but we need to consider the increase of complexity by adding another level on the inheritance tree, thus increasing the overall DIT value. Overall, the result of this metric supports the general Correctness of the proposal, showing that the model represents the intended domain using a correct abstraction level.

This experiment yielded a mean value of 94.83 for the MI metric, meaning that the proposal’s correct organization of classes and attributes resulted in an optimal level of MI. Figure 8 shows that most of the classes have an MI of 93 and 94. The lowest value of MI found in the whole model was 90 that corresponds to Item class, as all the items that the model considers are dependent on this class. This means that any change made to the Item class will be propagated through other classes, and that designers need to consider this before making any change to Item class. Nevertheless, an MI value of 90 falls very close to an optimal value, and we consider it a good value considering that Item class is some of the cornerstones of the GUMCARS.

Overall, in this experiment we evaluated the computational representation of the proposal, obtaining very good results for all the quality metrics, which strongly suggest that GUMCARS contains a high level of structural Correctness, and can be used by CARS designers and developers to support the data needed for their systems, and in cases where the model does not consider some specific aspect(s), it will support such a modification with minimum possibilities of affecting the overall structure of the model.

7 CONCLUSIONS AND FUTURE WORK

In this paper, a Generic User Model for Context-Aware Recommender Systems was described in terms of: the taxonomy to organize the information, the model structure, an extensive set of user, context, and item aspects needed by CARS to generate recommendations. The goal of GUMCARS is to help CARS designers, developers and researchers presenting them a base data model that can use directly or as a reference when developing their own CARS.

The proposed model was evaluated using some real world datasets from CARS domain, with the intention to assess the model completeness and generality. The obtained results from this experiment strongly suggest that GUMCARS has a great degree of completeness as 88% of the dataset aspects were supported. This experiment also showed that the model has a great level of generality, being able to support the data from 6 different domains of CARS. This implies that the
model has the needed attributes and classes to support the information that CARS needs.

Another evaluation performed to GUMCARS allowed us to assess the correctness respect to the structural quality of the model. The application of 4 quality metrics for object-oriented models design showed that GUMCARS contains an optimal level of Depth of Inheritance, Number of Children and Maintainability, and an acceptable level of Class Coupling. Overall, the results from the second experiment, strongly suggest that GUMCARS has a high level of structural correctness, which implies that the attributes are organized in the precise classes and that proper relationships between classes are present in the model.

The main limitation of this work is that the proposed model is based on CARS literature, therefore the model contains only the elements that CARS researchers considered in their publications. Based on the results obtained from the evaluations here presented, we are sure that the model will work as expected; nevertheless, we acknowledge that a dynamic validation of the model is needed to support the correct functionality of the model.

Future work on the GUMCARS proposal is aimed to test the model in a real implementation of CARS systems. Currently, there is ongoing work to create an entire modeling framework for CARS using GUMCARS as a core to organize the information. Another interesting research path is to put GUMCARS outside CARS domains, to see what modifications the model needs to support the information needed by an adaptive system in a Human-Computer Interaction area, or by an Intelligent System in a Medical field.

GUMCARS proposal contributes to user modeling area, presenting the first user and context model designed specifically for context-aware recommender systems. The model has an impact in the real world as it is ready to be implemented in CARS, and enables to avoid the work of structuring and organizing the systems information, saving developers and designer such work. We firmly believe that GUMCARS also contributes to the research community as it can be used as a reference for researchers to create more detailed or more specific user models. For example, a research seeking to create a computational model to represent human disabilities can take advantage of the Physiological package of GUMCARS.
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