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Abstract. Developing peer-to-peer (P2P) applications became increasingly important in software development. Nowadays, a large number of organizations from many different sectors and sizes depend more and more on collaboration between actors to perform their tasks. These P2P applications usually have a recursive behavior that many modeling approaches cannot describe and analyze (e.g. finite-state approaches). In this paper, we present an approach that combines component-based development with well-understood methods and techniques from the field of Attribute Grammars and Data-Flow Analysis in order to construct an abstract representation (i.e. Data-Dependency Graph) for P2P applications, and then perform data-flow analyzes on it. This approach embodies a formalism called DDF (Data-Dependency Formalism) to capture the behavior of P2P applications and construct their Data-Dependency Graphs. Various properties can be inferred and computed at the proposed level of data abstraction, including some properties that model
checking cannot compute if the system presents a recursive behavior. As examples, we present two algorithms: one to resolve the deadlock problem and another for dominance analysis.
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1 INTRODUCTION

Developing peer-to-peer (P2P) applications became increasingly important in software development. Nowadays, a large number of organizations from many different sectors and sizes depend more and more on collaboration between actors (individuals, groups, communities, etc.) to perform their tasks. P2P architecture is the concept of an entity acting at the same time as a server and as a client in P2P networks \[1,2\]. This is completely different from Client/Server networks, within which the participating entities cannot act as a server or as a client but cannot embrace both capabilities. Therefore, the responsibilities of entities are approximately equal and each entity provides services to each other as peers.

In software systems, especially those that support P2P applications, data are required for achievement of the computing activity and driving the interactions between software entities. Nevertheless, software system design is usually based on computational aspects with data as an afterthought. A data-centric approach provides a different way of viewing and designing applications. It lets us focus on the flow and transformation of data through the software system.

In this context, we have defined a Data-Dependency Graph (DDG). It has been chosen as an abstract representation for P2P applications for the following two reasons. Firstly, it represents only one data-flow model (dictated by the dependence between data) on the execution. Further, DDG exposes the right level of detail – enough to perform Data-Flow Analysis (DFA).

In this paper, we present an approach that combines Component-based Software Engineering (CBSE) \[3\] with well-understood methods and techniques from the field of DFA \[4\] (commonly used in compiler construction) in order to construct an abstract representation (i.e. DDG) for P2P applications, and then perform data-flow analyses on it. This approach embodies a formalism called DDF (Data-Dependency Formalism) to capture the behavior of P2P applications and construct their DDGs.

DDF formalism provides the necessary set of operations to specify and analyze P2P applications. DDF can be considered as a minimal and lightweight formalism for the following two reasons. Firstly, the goal of DDF is to formally construct the dependency graph which exposes the right level of detail to perform data-flow analysis. Secondly, DDF is not intended to express business code or to be a general-purpose programming language. This is performed according to Domain-Specific Language (DSL) \[5\] principles.
We note that DDF is highly inspired by the main characteristics of the Attributed Grammars (AGs) because they are able not only to construct similar dependency graphs, but also to capture complex recursive behavior (which is very frequent in P2P applications, cf. Section 2.1) that many other approaches cannot describe. Thus, our rule-based formalism is able to naturally capture this kind of behavior. In fact, it is a well-known result from the formal language theory that Finite-State Automata (FSA) cannot capture such behavior \[4\]. This implies that FSA-based approaches used to model software applications cannot describe and analyze it. In particular, in the context of CBSE, a large body of component behavior modeling approaches can be reduced to FSA. The well-known component models SOFA \[6\] and Fractal \[7\] clearly raise this issue. For instance, in \[6\] the authors say: "our approach cannot treat behavior that cannot be modeled by a regular language (e.g. recursion)."

This paper is organized as follows. In Section 2 and 3, we present in more detail our motivations. In Section 4, the DDF formalism is presented and illustrated through the case-study Gossip protocol. In Section 5, we present how Data-Flow Analysis techniques can be used to analyze the dependency graph with an effective application to deadlock and dominance detection. Section 5 presents related work. Finally, Section 6 concludes and presents future work.

2 MOTIVATIONS

2.1 Specificity of P2P Applications

Important properties of P2P applications are scalability and self-organization, necessary because of their very large user base and the specificity of connections between different peers (e.g. low-bandwidth connections) \[8\]. To support scalability and self-organization in such networks, a large number of P2P-specific algorithms and protocols have been developed. These algorithms and protocols are often executed recursively. Consider, for instance, reputation computation \[9\] which is a problem of great importance in P2P environments \[9\] (a simple example justifying this importance is the case where, while downloading files with a P2P file sharing software, we want to choose only reliable peers). Reputation computation is based on a sequence of queries for getting the trust information about a peer \(A\) and their corresponding responses. Such computation should be performed recursively since a response returned from another peer \(B\) is the result of a query about the truthfulness of \(B\). In addition, during this trust computation, we must receive all information in the correct order since the cut-off might rely on that order \[10\]. Such recursive call-backs can be viewed as a sequence of well-formed parentheses if a query call is replaced by a left parenthesis and the corresponding response by a right parenthesis. Therefore,

\[1\] We note that reputation computation presents a particular case of information dissemination and can be performed using Gossip protocol.
the set of sequences describing these recursive call-backs is a Dyck-Language\(^2\). It is a well-known result from the formal language theory that a Dyck-Language is not a regular language \(^{[11]}\). Thus, no Finite-State Automaton (FSA) exists that accepts the Dyck-Language. A formal proof can be found in diverse books on language theory, e.g. the textbook of Aho et al. \(^{[4]}\).

The kind of recursive call-backs presented above, which has a properly nested structure, can be well defined in terms of Pushdown Automata or context-free languages \(^{[10]}\) (discussed in Section 5). However, it is frequently the case that P2P protocols present more complex recursive call-backs which give rise to context-sensitive structures (interactive structures that adjust their behavior when the context changes). Consider, for example, the case where four neighboring peers exchange information according to an interaction that corresponds to two interleaved recursive call-backs. Such kind of interaction \((a^n b^n c^n d^n)\) is context-sensitive and cannot be described by context-free languages \(^{[4]}\).

Referring to the research work on Attribute Grammars (AGs) \(^{[12]}\) which are context-sensitive languages, the recursive behavior of P2P applications can be captured by describing both control and data flow of each interaction. In addition, this behavior can be analyzed using DFA techniques.

### 2.2 Exploring Data-Centric Approach for the CBSE

Component-based approach became increasingly important in software engineering. This emerges from the need to use component-based approach concepts to implement services and raise the level of abstraction by easing packaging, reusing, extending, customizing and composing services \(^{[13]}\). Thus, services can be encapsulated and their interfaces can be exposed into cohesive components to assist in the creation of new applications. Hence, component-based approach yields promising benefits such as service composition, reusability and adaptation. However, the data manipulated by services to produce actionable results and which drive component interactions are considered as an afterthought. Whereas, the data are incorporated as an important part of the development of systems in several research areas such as desktop grid \(^{[14]}\), business intelligence and P2P systems. Recently, in the emerging cloud computing area, where everything is a service, data management has been receiving significant attention and has led to much excitement \(^{[15]}\); this can only increase.

Our motivation in this context is to investigate the applicability of the data management for software component systems by allowing run-time data to be specified, viewed and analyzed, especially in P2P environments. While many of the current component approaches emphasize the structural and functional aspects of component composition, we insist on modeling flow and dependencies of run-time data, because the interactions between components are due to exchanged data. Thus, it is

---

\(^2\) The Dyck-Language \(D\) is the subset of \(\{x, y\}^*\) such that if \(x\) is replaced by a left parenthesis and \(y\) by a right parenthesis, then we obtain sequence of properly nested parentheses \(^{[11]}\).
our belief that data must be considered to be an integral part of design and behavior specifications of component-based systems.

2.3 Towards Data-Flow Analysis of Component-Based P2P Applications

2.3.1 Model Checking and the Specificity of P2P Applications

Model checking is an automated technique that, given a finite-state model of a system and a formal property, systematically checks whether this property holds for (a given state in) that model [16]. It explores all possible states of the system in an exhaustive manner. Model checking has been successfully applied to a wide range of systems such as embedded systems, hardware design and software engineering. Unfortunately, not all systems can take the advantage of its power. One reason for this is that some systems cannot be described as finite state models, in particular, in the context of P2P applications (cf. Section 2.1). Another reason is that model checking is not suited for data-intensive applications (which, in many cases, are developed using the P2P paradigm, cf. e.g. [17]). The recent book on model checking of Baier and Katoen [16] clearly shows why the verification of data-intensive applications is extremely hard. Even if there is only a small amount of data, the state space that must be analyzed may be very large. The authors even consider that this is one of the first weaknesses:

“The weaknesses of model checking:

- It is mainly appropriate to control-intensive applications and less suited for data-intensive applications as data typically ranges over infinite domains.
- Its applicability is subject to decidability issues; for infinite-state systems, or reasoning about abstract data types (which requires undecidable or semi-decidable logics), model checking is in general not effectively computable.
- . . .”

2.3.2 Verification by Data-Flow Analysis

Data-flow analysis refers to a body of techniques which derive information about the flow of data along software system execution paths [4]. The execution of a system can be viewed as a series of transformations of the system state, which consists of the values of all data in the system. Each execution of an intermediate statement transforms an input state to an output state. We denote these data-flow values before and after a statement \( s \) by \( INPUTS[s] \) and \( OUTPUTS[s] \), respectively.

To analyze the behavior of a system, we must consider all the possible paths (i.e. sequences of system states) through a flow graph that the system execution can take. Thus, solving a problem in data-flow analysis is reduced to finding a solution to a set of constraints (called Data-Flow Equations) on the \( INPUTS[s] \) and \( OUTPUTS[s] \), for all system statements \( s \). There are two sets of constraints:
Semantic constraints: they define the relationship between $\text{INPUTS}[s]$ and $\text{OUTPUTS}[s]$ of each statement $s$. This relationship is usually presented as a transfer method $f$ that takes the $\text{INPUTS}[s]$ before the statement and produces $\text{OUTPUTS}[s]$ after the statement. That is, $\text{OUTPUTS}[s] = f_s(\text{INPUTS}[s])$.

Control-flow constraints: If a system consists of statements $s_1, s_2, \ldots, s_n$, in that order, therefore, the control-flow value out of $s_i$ is the same as the one into $s_{i+1}$. That is, $\text{INPUTS}[s_{i+1}] = \text{OUTPUTS}[s_i]$, for all $i = 1, 2, \ldots, n - 1$.

For example, to verify a property such as liveness of data that determines whether a datum is used in the future along some path in the flow graph, we shall set up the constraints for liveness of data (i.e. define the data-flow equations specifying that a datum $d$ is live at a system point $p$ if some path from $p$ to its end contains a use of $d$). These equations can be solved using an iterative algorithm form as a fixed-point solution. The convergence of the algorithm is assured by the theory of iterative data-flow analysis [18], which demonstrates that a unique fixed point exists for these equations. Liveness information can be very useful. For instance, if the result of a datum assignment in a software system is not used along any subsequent execution path, then the assignment is considered as dead code that we can eliminate. In Section 4.3, we provide another example (detection of dominance) that illustrates in more details the principles of data-flow analysis.

A broad range of other system properties can be computed at this level of data abstraction, including some properties like safety and liveness that model checking cannot compute for infinite state systems (cf. e.g. [19]). In addition, several algorithms have been proposed in literature to compute these properties. Unfortunately to date, the most dominant application of these algorithms, and more generally, Data-Flow Analysis, are in the context of compiler construction. In particular, for Attribute Grammar formalism which is used to describe the semantic analysis in most compilers.

Our motivation in this context is to combine CBSE with the well-understood methods and techniques from the field of AGs in order to construct an abstract representation for P2P applications and then perform data-flow analyzes on this abstract representation.

2.4 Illustrative Example: Gossip Protocol

In order to motivate and illustrate that our approach is useful, especially in the context of P2P applications, we explain our dependency formalism in an example that consists of a Gossip protocol [20, 21]. Gossip protocol, also called epidemic protocol, is well-known in the community of P2P. It is mainly used to ensure a reliable information dissemination in a distributed system in a manner closely similar to the spread of epidemics in a biological community. This kind of dissemination is a common behavior of various P2P applications, and according to Jelasity [22],
Algorithm 1 The gossip algorithm skeleton (from Jelasity [22])

```
loop
  timeout(T)
  node ← selectNode()
  send gossip(state) to node
end
procedure onPushAnswer(msg)
  send answer(state) to msg.sender
  state ← update(state, msg.state)
end
procedure onPullAnswer(msg)
  state ← update(state, msg.state)
end
```

A large number of distributed protocols can be reduced to Gossip protocol. There exist different variants of Gossip protocol. However, a template that covers a considerable number of those variants has been presented by Jelasity in [22]. In our example, we will rely on this template shown in Algorithm 2.4.

To model this Gossip protocol, we consider a set of nodes which get activated in each $T$ time units exactly once and then spread data in a network by exchanging messages. Basically, when a node receives data, it responds to the sender and propagates the data to another node in the network (in practice, the data are propagated to a subset of nodes selected according to a specific algorithm). In terms of service, a node is a component that has two activities: serving and consuming data. There are two input services for the serving activity and two output services for the consuming activity. These services are described in the node interface as follows:

$\{(\text{answer}(\text{resp}: \text{String}), \text{gossip}(\text{info}: \text{String}))_{m}, \}$

$\{\text{gossip}(\text{info}: \text{String}), \text{answer}(\text{resp}: \text{String})\}_{out}\}$. 

The gossip service is for the propagation of data and the answer service is for sending a response to the sender. The behavior of input services (serving activity) just mirrors the same steps of the output services (consuming activity). From this description of services, we can construct intuitively a simple dependency graph between services, i.e., output services of a $node_x$ are connected to input services of $node_y$, and so on. This graph represents a part of the control flow but it is not very explicit about the data flow. In fact, we do not know the dependencies between services and between data within a node.

To complete this interface with a description of both control and data flow, our formalism specifies the behavior with a set of rules:
where, \( r_1 \) indicates that the internal service \textit{timeout} activates the node \( x \) in each \( T \) time and then sends the data \( \text{state}_x \) to node \( y \) through the service \textit{gossip}. \( r_2 \) indicates that the node \( x \) receives the data \( \text{state}_y \) from node \( y \) and then responds by sending the data \( \text{state}_x \) through the service \textit{answer} if the condition \textit{onPush} is satisfied. \textit{onPush} is a guard condition (to keep things simple, we will ignore guard conditions in this example). \( r_3 \) indicates that the node \( x \) receives the data \( \text{state}_y \) from node \( y \) through the service \textit{gossip}. \( r_4 \) indicates that the node \( x \) receives the data \( \text{state}_y \) from node \( y \) through the service \textit{answer}.

By introducing these rules, the system can be viewed as a set of components where each component has inputs (left side of the rules) and outputs (right side of the rules). The inputs receive data carried by services, and after computation, these data can be sent through outputs. Therefore, we can extract a Data-Dependency Graph of the whole system by connecting together the partial data dependency graphs corresponding to each component used in this system.

3 DATA-DEPENDENCY FORMALISM

Our formalism is inspired by the Attributed Grammars (AGs) and was introduced in \cite{23, 24}. AGs were introduced by Knuth \cite{25} and, since then, they have been widely studied \cite{12, 26, 27}. An attributed grammar is an extension of context-free grammar to precisely describe both control and data flow. In this context, an AG’s production describes an elementary control-flow that has the following form: \( X_0 \rightarrow X_1, \ldots, X_n \) (\( X_0 \) represents a node in a tree and \( X_1, \ldots, X_n \) are its child nodes), whereas a semantic method \( f \) describes the computation of the \textit{synthesized} attributes of \( X_0 \) and the \textit{inherited} attributes of \( X_{1\leq i \leq n} \). The \textit{synthesized} attributes are the result of the attribute computation, and may use the values of the \textit{inherited} attributes. \textit{Synthesized} attributes are used to pass computed information up the tree, while \textit{inherited} attributes pass information down and across it. Many techniques and algorithms for data-flow analysis were introduced in AG literature and in our previous works (e.g. \cite{28, 29}). These techniques and algorithms are commonly used in compiler construction for performing optimizations from a program’s abstract representation (an attribute-dependency graph induced by the Abstract Syntax Tree of the source code). In \cite{29} we have argued that in the term “Attributed Grammar” the notion of \textit{grammar} does not necessarily imply the existence of an underlying tree, and that the notion of \textit{attribute} does not necessarily mean decoration of a tree. We have presented Dynamic Attributed Grammars as an extension to the AG formalism. They are consistent with the general ideas underlying AGs, hence we retain the benefits of the results that are already available in that domain. In the same direction, we explore to use similar techniques to define
Data-Dependency Formalism (DDF) which allows us to construct Data-Dependency Graph (DDG) to perform data-flow analyzes on it.

The DDF formalism is essentially dedicated to applications that can be divided into autonomous components communicating with each other over channels. For this purpose, we separate clearly computational activities and component interactions. Thus, we distinguish two types of descriptions, grouped as syntactic and semantic descriptions. The syntactic descriptions consist of a collection of input, output and internal services described only by their signatures (interface). The semantic descriptions consist of interaction rules (behavior).

3.1 DDF Specification

3.1.1 Interface

A service is a functional activity supported by a component. If the component provides a service through its interface, the service is called input service; if the component requires a service through its interface, the service is called output service. If the component provides a service that is invoked only by itself, the service is called internal service. A service call refers to an output service or an internal service.

An internal service represents a particular action of a component. To describe, for example, time sequence (one component’s behavior occurs after some time), an internal service timer(timeout : Int) can be used to represent a timer. This internal service timer has an argument timeout, which can be set as an integer. Once timer.timeout is set, the component’s behavior can only occur when timer.timeout = 0.

Formally, a service and an interface are defined as follows:

**Definition 1** (Service). A service is a 3-tuple $\delta = \langle type, name, arg \rangle$, where:

- *type* is the service type;
- *name* is the service name;
- *arg* is a set of the service arguments.

A service $s$ is written as $s(a_0, \ldots, a_n)$, its result is denoted by $s\$ and its arguments are denoted by $arg_s$ with $arg_s = (a_0, \ldots, a_n)$.

**Definition 2** (Interface). An interface is a 3-tuple $I = \langle S_{in}, S_{out}, S_{int} \rangle$, where: $S_{in}$, $S_{out}$, $S_{int}$ are sets of, respectively, input, output and internal services.

3.1.2 Component

A component encapsulates data (attributes) with methods to operate on the component’s data. Methods implement the services provided through the component interface. Each service is implemented by one method. A component contains the
declaration of attributes values of which define the state of its instances, along with
the bodies of methods that operate on those attributes. A method defined within
a component can access only those attributes that are declared within the compo-
nent, along with any arguments that are passed to the method.

The component prohibits concurrent access to its methods. Only one method
can be run within the component at any one time. Consequently, the programmer
does not need to code this synchronization explicitly; it is built into the component.
This technique is widely used in operating systems [30] to simplify reasoning about
the implementation of concurrent distributed applications.

During run time, a component might need inputs. When it receives an input,
the component will respond to this by executing its methods and/or changing its
state (attributes). Otherwise, without inputs, a component may produce an output
and/or change its states. This output may have an eventual response as an input.

Formally, a component is defined as follows:

**Definition 3 (Component).** A component is a 4-tuple \(C = \langle A, I, Imp, m \rangle\), where:

- \(A\) is a set of typed attributes;
- \(I\) is an interface;
- \(Imp\) is a set of methods (implementing the services provided through the inter-
face). A method is denoted \(F\) and defined in Definition 6;
- \(m : \{S_{in}, S_{out}\} \rightarrow Imp\) is a function that maps each service \(s \in (S_{in} \cup S_{int})\) of \(I\)
to a component method in \(Imp\).

An attribute may be chosen as a component state. State changes are caused by
an input, output or internal service. Thus, for the external environment, the input
or output services may describe a visible state change. These states may be used by
guarded conditions (defined in Section 3.1.3) to control the component behavior.

A component may have multiple instances. An instance \(c_i\) of a component
\(C = (A_C, I_C, Imp_C, m_C)\) is denoted by \(c_i : C\).

### 3.1.3 Behavior with Data Dependency

As in the grammar-based modeling methods which are well suited to describing the
control logic for the processing of data streams [31], the aim of our specification is
to describe in a structured way what the control logic does while striving not to
describe how the control logic is computed or implemented. By “what” we mean
describing the sub-behaviors (called rules) of the control logic and by “how” we
mean describing the lower-level implementation details (usually presented as states,
transitions, encodings and other details of a FSA controller).

This choice to separate, as far as possible, what is computed from how it is com-
puted has been especially made in the grammar-based approaches for the following
reasons. Firstly, when the complexity of the control logic increases, describing the
states and transitions of a FSA controller implementing the control logic becomes
problematic. FSA controller of even a few states can have a large number of trans-
itions and if some modifications should be made in the control logic, the FSA can
change considerably. Secondly, the lower-level specifying how things are computed
can be synthesized from the high-level control specification.

Typically, the synthesis begins with the construction of an abstract represen-
tation of the design (Data-Dependency Graph in our case) and then a translation
(or transformation) is performed to obtain an initial FSA representation. In our
case, and as in Attribute Grammars, we look to have a data/attribute evaluator
(which consists of a set of DFA algorithms) rather than a FSA controller. The
advantage of a data evaluator comes from the fact that not only one but multiple
implementations of the control logic can be synthesized by analyzing the order of
data evaluation (incremental, partial, total, parallel, etc.).

Thus, our method is based on describing the sub-behaviors of the control logic as
a set of rules. The total behavior of a design is described by composing together the
rules using compositional operators. Each rule links one input event to some output
events (see Definition 6). When an input event is received, a rule will respond to
this by executing computations, changing values of its attributes or sending output
events. In a rule, the input event is linked to output events by a transition labeled by
optional guard conditions. The guard conditions indicate the circumstances under
which a rule can be applied.

To keep the rule definition simple, we define first input and output event.

Definition 4 (Input Event). An input event $v$ of a component $C = (A, I, Imp, m)$
is an element of $(S_{in} \cup S_{int})$.

Definition 5 (Output Event). An output event $v$ of a component $C = (A, I, Imp,
m)$ is an element of $(S_{out} \cup S_{int})$.

Based on these events, a rule may specify four kinds of events (asynchronous
events): receiving an input service, receiving an internal service, emitting an out-
put service and emitting an internal service. Table 1 gives some examples (with abbreviations) of such events.

<table>
<thead>
<tr>
<th>Input Event $\rightarrow$ Output Events</th>
<th>Informal Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1(\text{arg}_{s_1})[\text{Guards}] \rightarrow \ldots$</td>
<td>receipt of a service $s_1(\text{arg}_{s_1})$, where $s_1$ is an input or internal service.</td>
</tr>
<tr>
<td>$\ldots \rightarrow s_2$</td>
<td>emission of a response $s_2$ of a service $s_2$, where $s_2$ is an input or internal service.</td>
</tr>
<tr>
<td>$\ldots \rightarrow s_3(\text{arg}_{s_3})$</td>
<td>emission of a service $s_3(\text{arg}_{s_3})$, where $s_3$ is an output or internal service.</td>
</tr>
<tr>
<td>$s_4$[$\text{Guards}] \rightarrow \ldots$</td>
<td>receipt of a response $s_4$ of a service $s_4$, where $s_4$ is an output or internal service.</td>
</tr>
</tbody>
</table>

Table 1. Asynchronous events
To take into account the synchronous events, we introduce a synchronization (a rendez-vous) symbol \( \uparrow \). Thus, when a service is called, the caller waits until the service response returns. We describe this kind of event in Table 2.

<table>
<thead>
<tr>
<th>Input Event → Output Events</th>
<th>Informal Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ldots \rightarrow s_1(\text{args}_{s_1}) \uparrow )</td>
<td>emission of a service ( s_1(\text{args}_{s_1}) ), and waiting for its result.</td>
</tr>
</tbody>
</table>

Table 2. Synchronous event

In a rule \( r \), we distinguish three types of data grouped as input, computed and output data. The input data denote the known data used during the computation achieved by the method implementing the service corresponding to the input event of \( r \) (this method is called \( F \) and it is defined hereafter in Definition 6). The input data consist only of internal component attributes and the arguments or result of the service causing the input event. The computed data consist of the results of \( F \) and the output data consist of the arguments or result of the service causing the output event. The output data are presented as the union of the input and computed data.

Guard conditions act on the input data. They ensure that the input data are valid or conforms to the conditions before applying the rule. They can be used, for instance, to ensure that two events are mutually exclusive if they occur at the same time.

Formally, a rule is defined as follows:

**Definition 6 (Rule).** A rule describes the behavior of a component \( C \) when it receives an input event \( v \). A rule is defined by a 4-tuple \( r = \langle L, \text{Guards}, R, E \rangle \), where:

- \( L = \{v\} \) with \( v \) is an input event. \( L \) represents the left side of the rule;
- \( \text{Guards} \) are the guard conditions, indicating the circumstances under which the input event \( v \) can be executed. A guard condition consists on a set of Boolean expressions. An input event \( v \) is executed if each Boolean expression is true;
- \( R = \{v_1, \ldots, v_n \mid \forall i \in 1..n, v_i \text{ is an output event}\} \cup \{\emptyset\}. R \) represents the right side of the rule;
- \( E \) is a semantic equation which has the following form:

\[
(b_0, \ldots, b_q) = F(a_0, \ldots, a_p)
\]

where \( F \) is a method that implements the service corresponding to the input event \( v \) and defines the computation of the output data \( (b_i) \) in terms of the input data \( (a_i) \).

Before giving a definition of the constraints on the equation \( E \), we define first three sets of data: Input Data \( ID_r \), Computed Data \( CD_r \) and Output Data \( OD_r \).
Definition 7 (Input data $ID_r$ of a rule $r$). Let a rule $r = \langle L, Guards, R, E \rangle$ describe the behavior of a component $C = \langle A, I, Imp, m \rangle$ when it receives an input event $v$, the input data $ID$ of $r$ are:

$$v \in L, ID_r = \begin{cases} arg_s \cup A & \text{if } v = s(arg_s), \\ \{s$\} \cup A & \text{if } v = s$. \end{cases} \quad (2)$$

Definition 8 (Computed data $CD_r$ of a rule $r$). Let a rule $r = \langle L, Guards, R, E \rangle$, computed data $CD$ of $r$ are the set of data resulting from the equation $E$:

$$CD_r = \{b_0, \ldots, b_q\}. \quad (3)$$

Definition 9 (Output data $OD_r$ of a rule $r$). Let a rule $r = \langle L, Guards, R, E \rangle$, output data $OD$ of $r$ are the data emitted by the output events of $r$:

$$OD_r = \bigcup_{v_i \in R} \begin{cases} arg_s & \text{if } v_i = s(arg_s), \\ \{s$\} & \text{if } v_i = s$. \end{cases} \quad (4)$$

Once these three sets of data are defined, the constraints on the semantic equation $E$ of a rule $r$ can be defined as follows:

Definition 10 (Constraints of a semantic equation). The constraints to be satisfied by a semantic equation $E : (b_0, \ldots, b_q) = F(a_0, \ldots, a_p)$ of a rule $r$ are:

- Constraint (1): $OD_r$ elements can only be elements of the union of $ID_r$ and $CD_r$:

$$OD_r \subseteq ID_r \cup CD_r. \quad (5)$$

- Constraint (2): $F$ only accepts $ID_r$ elements as inputs:

$$\forall i \in 0..p, a_i \in ID_r. \quad (6)$$

In the right-hand side $R$ of a rule, output events (separated by “,”) may be output service emitted to different remote components, and each component is a process that can be executed separately. This parallel relation between output events is nearly implicit. For example, $r : s \rightarrow s_1, s_2$ means services $s_1$ and $s_2$ do not have sequential relation.

This relation characterizes the activity of a unique rule. So, in order to characterize the activity of a set of rules, we define three operations for rules:

- **Sequence operation “;”**: Indicating a sequential order among rules. For example, $r_1; r_2; r_3$ means rule $r_1$ acts before $r_2$ and $r_2$ acts before $r_3$.

- **Alternative operation “[”**: Indicating an alternative choice concerning the output events of a rule. For example,
\[ r : s[Guards] \rightarrow s_1 \]
\[ \quad | \quad s_2 \]

means services \( s_1 \) and \( s_2 \) may have same chance to occur. This alternative can
be controlled by the guard conditions.

- **Recursive operation “[ ]”:** Indicating that an internal service \( s \) will be called recursively. This recursion can be controlled by the guard conditions. Thus, recursion operations can be used to have repetition (loop) indicating that some
rules will be executed \( n \) times continuously. For example,

\[ [r_1 : s[Guards] \rightarrow s_1] \]
\[ r_2 : s_1 \] \[ \rightarrow s] \]

means that the rule \( r_1 \) execute the internal service \( s \) if guard conditions are
satisfied, and then it calls the service \( s_1 \). When the service \( s_1 \) response arrives,
the rule \( r_2 \) calls the internal service \( s \), which will be executed again by \( r_1 \) if
guard conditions are still satisfied.

Therefore, from the definition of an interface, a rule and rule operations, we
have the following definition of a component behavior.

**Definition 11 (Behavior).** The behavior of a component \( C \) is a set of rules com-
bined by sequence, alternative and recursion operations with respect to the following
regular expression:

\[ B ::= r^+ | [B^+] | \{B^+\} \quad (7) \]

**3.1.4 System**

The component composition is based on connections among component instances.
A connection between two instances occurs when one of them provides its interface
and another instance uses it. Hence, input (resp. output) services are connected
to signature-matching output (resp. input) services. There is a unique connection
between two instances.

Once component instances are connected, the behavior of the entire resulting
system is obtained by composition of behaviors of participating instances. Since the
component instance behavior is a set of rules connected by sequence, alternative
and recursive operations, the system behavior can be again viewed as a set of rules
connected by these same operations.

Formally, a system is defined as follows:

**Definition 12 (System).** A system is defined by a 2-tuple \( Sys = (Inst, Con) \) where:

- **Inst** is a set of component instances;
- **Con** = \( \{(c_1, c_2) | (c_1, c_2) \in Inst \times Inst\} \) is a set of connections between component
  instances.
Now, we define the system behavior from the behavior of each underlying component instance. To achieve this, we associate the source and the destination instances to the events of the rules. For example, let a rule \( r : v \rightarrow v_1, v_2 \) describe the behavior of a component \( C \) when receiving the input event \( v \), where \( v \in S_{in} \) and \( S_{in} \in I_C \), and let connections \((c, c_i)\) and \((c, c_j)\), where \( c, c_i \) and \( c_j \) are instances of, respectively, \( C \), \( C_i \) and \( C_j \) components. The rule \( r \) will be transformed to \((v, c_i) \rightarrow (v_1, c_j), (v_2, c_i)\) if the source instance causing the input event \( v \) is \( c_i \) and the destination instances of the output events \( v_1 \) and \( v_2 \) are \( C_j \) and \( C_i \), respectively. This transformation is performed by a function, which specifies in each rule the source component instance causing its input event and the destination component instances of its output events.

**Definition 13** (Rule Transformation). Let a rule \( r = \langle L, Guards, R, E \rangle \) describe the behavior of a component \( C_i \) when it receives an input event \( v \in L \), and let a connection \((c_i, c_j) \in Con\), where \( c_i \) and \( c_j \) are instances of, respectively, \( C_i \) and \( C_j \) components. The transformation of \( r \) when \( c_i \) is connected to \( c_j \) is \( r_{c_i \rightarrow c_j} = \sigma (r)_{/c_i \rightarrow c_j} \), where:

\[
\sigma (r)_{/c_i \rightarrow c_j} = \sigma (r : v \rightarrow v_1 \ldots v_n)_{/c_i \rightarrow c_j} = r : \sigma_r (v)_{/c_i \rightarrow c_j} \rightarrow \sigma_r (v_1)_{/c_i \rightarrow c_j} \ldots \sigma_r (v_n)_{/c_i \rightarrow c_j}
\]

where the transformation function \( \sigma \) is defined as follows:

\[
\sigma : V \xrightarrow{r/c_i \rightarrow c_j} V \times \text{Inst or V},
\]

\[
\sigma_r (v)_{/c_i \rightarrow c_j} = \begin{cases} (v, c_j) & \text{if } v \in r.L \land v \in S_{in}(c_i) \cap S_{out}(c_j), \\ (v, c_j) & \text{if } v \in r.R \land v \in S_{out}(c_i) \cap S_{in}(c_j), \\ v. & \end{cases}
\]

(8)

Therefore, the system behavior is defined as follows:

**Definition 14** (System Behavior). A system behavior \( B(Sys) \) is a set of rules combined by sequence, alternative and recursion operations, where:

\[
B(Sys) = \bigcup_{(c_i, c_j) \in T} \{B(c_i)_{/c_i \rightarrow c_j} \cup B(c_j)_{/c_j \rightarrow c_i}\},
\]

(9)

\[
B(c_x)_{/c_x \rightarrow c_y} = \{\sigma (r)_{/c_x \rightarrow c_y} | r \in B(c_x) \land r.L \in S_{in}(c_x) \cap S_{out}(c_y)\}.
\]

(10)

### 3.2 Case Study

In this section, a detailed DDF specification of the Gossip protocol \[20, 21\] is described.

In a Gossip protocol, each node in the network periodically exchanges information with a subset of other nodes. In fact, every node maintains a local membership
table providing a partial view on the complete set of memberships and periodically refreshes the table using a gossiping procedure. The table (view) is a list of $c$ node descriptors, where $c$ is the size of the list and is the same for all nodes. A node descriptor contains a node network address and an age that represents the freshness of the given node descriptor. The list changes by means of usual list operations (e.g., permute) that are defined on it. Therefore, the tables reflect the dynamics of the system by continuously changing random subset of the nodes (in the presence of failure and joining and leaving of nodes).

The protocol consists of two activities (serving and consuming) in each node: an active client gets activated in each $T$ time units exactly once and then initiates communications with other nodes, and a passive server awaits for and answers these requests. The behavior of the passive server just mirrors the same steps of the active client. In terms of DDF, each activity corresponds to a pair of rules given in Table 3.

This table describes the behavior of a Gossip System constituted of two nodes ($\text{node}_x$ and $\text{node}_y$) and the associated methods (implementations) extracted from [21]. This system is formally defined with DDF as follows:

According to Definition 2, the interface of the component $\text{Node}$ is expressed as $I_{\text{Node}} = (S_{\text{in}}, S_{\text{out}}, S_{\text{int}})$, where:

- $S_{\text{in}} = \{\text{gossip(buffer : Buffer)}, \text{answer(buffer : Buffer)}\}$;
- $S_{\text{out}} = \{\text{gossip(buffer : Buffer)}, \text{answer(buffer : Buffer)}\}$;
- $S_{\text{int}} = \{\text{timeout}(T : \text{TimeUnit})\}$.

According to Definition 3 the component $\text{Node}$ is expressed as $\text{Node} = (A, I, \text{Imp}, m)$, where:

- $I = I_{\text{Node}}$;
- $\text{Imp} = \{F_{r_1}(), F_{r_2}(), F_{r_3}(), F_{r_4}()\}$;
- $m : \{S_{\text{in}}, S_{\text{out}}\} \rightarrow \text{Imp}$.

$A$ attributes are described in Table 4.

According to Definition 4 the behavior of component $\text{Node}$ is expressed as $B_{\text{Node}} = \{r_1, r_2, r_3, r_4\}$, where:

- $r_1 : \text{timeout}(T) \rightarrow \text{gossip(buffer}_{in}) \quad F_{r_1}$
- $r_2 : \text{answer(buffer}_{out}) \rightarrow F_{r_2}$
- $r_3 : \text{gossip(buffer}_{out}), [\text{pull}] \rightarrow \text{answer(buffer}_{in}) \quad F_{r_3}$
- $r_4 : \text{gossip(buffer}_{out}), [\neg \text{pull}] \rightarrow F_{r_4}$

According to Definition 12 the Gossip System is expressed as $\text{GossipSys} = (\text{Inst}, \text{Con})$, where:
Data-Dependency Formalism for P2P

Gossip System Behavior

Server Activity (node\(_x\))

\(r_1^x: \text{timeout}(T) \rightarrow (\text{gossip})(\text{buffer}_x, \text{node}_y)\)

\((\text{buffer}_x) = F_{r_1}\{\)

\(p = \text{view.selectPeer}()\)

\(\text{if (push)}\)

\(\text{buffer}_x = (\text{myAddress}, 0)\)

\(\text{view.permute}()\)

\(\text{view.moveOldestH}()\)

\(\text{buffer}_x.\text{append}(\text{view.head}(c/2 - 1))\)

\(\text{gossip}(\text{buffer}_x)\)

\(\text{else}\)

\(\text{buffer}_x = \text{null}\)

\(\text{gossip}(\text{buffer}_x)\)

\(\text{view.increaseAge}()\)

\}\n
\(r_2^x: (\text{answer}(\text{buffer}_y), \text{node}_y) \rightarrow F_{r_2}(\text{buffer}_y)\{\)

\(\text{if (pull)}\)

\(\text{view.select}(c, H, S, \text{buffer}_y)\)

\}\n
Customer Activity (node\(_y\))

\(r_3^y: (\text{gossip}(\text{buffer}_x), \text{node}_x), [\text{pull}] \rightarrow (\text{answer}(\text{buffer}_y), \text{Node}_x)\)

\((\text{buffer}_y) = F_{r_3}(\text{buffer}_x)\{\)

\(\text{buffer}_y = (\text{MyAddress}, 0)\)

\(\text{view.permute}()\)

\(\text{view.moveOldestH}()\)

\(\text{buffer}_y.\text{append}(\text{view.head}(c/2 - 1))\)

\(\text{answer}(\text{buffer}_y)\)

\}\n
\(r_4^y: (\text{gossip}(\text{buffer}_x), \text{node}_x), [\neg \text{pull}] \rightarrow F_{r_4}(\text{buffer}_x)\{\)

\(\text{view.select}(c, H, S, \text{buffer}_x)\)

\(\text{view.increaseAge}()\)

\}\n
Table 3. Behavior of a Gossip System constituted of two nodes (node\(_x\) and node\(_y\)).

- **Inst** = \{node\(_x\) : Node, node\(_y\) : Node\};
- **Con** = \{(node\(_x\), node\(_y\))\}.

According to Definition 14, the behavior of Gossip System is expressed as

\[ B_{\text{GossipSys}} = B_{\text{node}_x} \cup B_{\text{node}_y} \cup B_{\text{node}_x \rightarrow \text{node}_y} \cup B_{\text{node}_y \rightarrow \text{node}_x} \]

\[ B_{\text{node}_x} = \{r_1^x, r_2^x\}; \]

\[ B_{\text{node}_y} = \{r_3^y, r_4^y\}; \]

\[ B_{\text{node}_x \rightarrow \text{node}_y} = \{r_1^x, r_2^x\}; \]

\[ B_{\text{node}_y \rightarrow \text{node}_x} = \{r_3^y, r_4^y\}. \]
Attributes Explanation

view(IP, age) is a list with IP address and age that represents the freshness of the given node descriptor.

c is the size of the view.
push equals 0 if the view is empty.
pull equals 1 if a response of an already called output service is expected.

S is the number of items that were sent to a peer previously. If S is high, then the received items will have a higher probability to be included in the new view.

H defines how aggressive the protocol should be when it comes to removing links that potentially point to faulty nodes (dead links). The larger H, the sooner older items will be removed from views.

Table 4. Component attributes

4 SYSTEM ANALYSIS

As described in Section 2.3.2, Data-Flow Analysis refers to a body of techniques, which derive information about the flow of data along software system execution paths in order to infer or compute some system properties. To achieve this, we must first consider all the possible paths through a flow graph that the system execution can take. Therefore, we have defined a Data-Dependency Graph. It presents an abstract representation of the system. This abstraction exposes the right level of detail to perform DFA.

In this section, we show how the DDG of a system is constructed, and then we present, as an application of DFA, an algorithm to resolve the deadlock detection problem.

4.1 Data-Dependency Graph

The Data-Dependency Graph is extracted from the semantic equations of the system by connecting together the Rule-Dependency Graphs corresponding to each rule used in this system. The Rule-Dependency Graph of a rule r describes internal and external dependency relations of input and output data, which are manipulated by the different services of r.

The internal relations are induced from the semantic equation of a given rule, which define the computation of the output data in terms of the input data. Thus, Definition 15 defines the internal dependency relation as follows:

Definition 15 (Internal Dependency Relation). The internal dependency relation \( G_{int}(r) \) in \( ID_r \times OD_r \) of a rule \( r \) is defined as follows:

\[
a_p \ G_{int}(r) \ a_q \ \text{if and only if} \ (\ldots, a_q, \ldots) = F(\ldots, a_p, \ldots).
\]  

(11)
Thus, \( a_q \) depends on \( a_p \), if \( a_p \) is an argument in the semantic equation for \( a_q \).

![Figure 1. Example of an internal dependency relation](image)

Figure 1 shows an example of an internal dependency relation where output data \( a_3 \) depends on input data \( a_1 \) and \( a_2 \).

The external relations of a rule \( r \) are related to the source and destinations of events present in \( r \). Therefore, we present the definition of external dependency relation as follows:

**Definition 16** (External Dependency Relation). Let a rule \( r^e \) describe the behavior of a component instance \( e \) when it receives an input event, and let \((v(a_1^e, \ldots, a_q^e), e')\) be an event in \( r^e \). The external relations induced from the event \((v(a_1^e, \ldots, a_q^e), e')\) depend on the position of this event in \( r^e \):

\[
\begin{align*}
\text{if } (v(a_1^e, \ldots, a_q^e), e') \in r^e.L \text{ then } & \forall k \in 1..q, \ a_k^e G_{ext}(r)a_k^e, \quad (12) \\
\text{if } (v(a_1^e, \ldots, a_q^e), e') \in r^e.R \text{ then } & \forall k \in 1..q, \ a_k^e G_{ext}(r)a_k^e'. \quad (13)
\end{align*}
\]

Thus, \( a_k^e \) depends on \( a_k^e \), if \( a_k^e \) is an argument in the input event received from \( e' \). And \( a_k^e \) depends on \( a_k^e \), if \( a_k^e \) is an argument in the output event emitted to \( e' \).

When no confusion arises between the notions of relation and graph, we shall represent them both by the same notation. Accordingly, we denote the Internal Dependency Graph of a rule \( G_{int}(r) \) and the External Dependency Graph \( G_{ext}(r) \). The union of these two graphs represents the Rule-Dependency Graphs of \( r \), which we denoted by \( G(r) \).

The Data-Dependency Graph, the graph of the whole system, is obtained from the union of the Rule-Dependency Graphs and it is defined as follows:

**Definition 17** (Data-Dependency Graph). Let \( Sys = \langle Inst, Con \rangle \) be a system, the Data-Dependency Graph of the system \( Sys \) is:

\[
G(Sys) = \bigcup_{e \in Inst} \left( \bigcup_{r \in B(e)} (G_{int}(r) \cup G_{ext}(r)) \right).
\]

### 4.2 Detection of Deadlocks in a Component Composition

In a component composition, services are often forced to wait for resources from other services to finish execution. If the resources are not available, then the system may enter an infinite wait state. Under the assumption that this issue is not
caused by infinite loops, infinite wait is always caused by deadlocks or starvations. A deadlock is a situation in which two or more actions (services) are mutually waiting for each other to finish, while a starvation is a situation in which an action is perpetually denied access to resources needed to make progress.

A system deadlock can be viewed as a circular dependency between data exchanged through services. Therefore, the basis of our deadlock analysis is detecting possible circular dependencies in the Data-Dependency Graph of the system.

Once the DDG is defined, we can induce if the system is deadlocked or not by searching for circularity in the graph. In other words, we shall search for a datum which depends on itself. An example of such a situation is given in Figure 2.

Formally, a deadlocked system is defined as follows:

**Definition 18 (Deadlocked system).** Let $Sys = (Inst, Con)$ be a system and $G(Sys) = \cup_{e \in Inst}(\cup_{r \in B(e)}(G(r))))$ be the Data-Dependency Graph of $Sys$. Then $Sys$ is said to be deadlocked if and only if there exists a rule $r \in B(e)$, $e \in Inst$ such that $G(r)$ contains a cycle.

### 4.2.1 Deadlock Test

Now, we present an algorithm (Algorithm 2) which determines whether or not a system is deadlocked. The first stage of our deadlock test algorithm is to construct the Rule-Dependency Graph $G(r)$ of each rule $r$ in the behavior of each component in the system. This construction is achieved by connecting together the internal and external dependency graph of $r$ obtained as described above.

After that, $G(r)$ is added to the Data-Dependency Graph $G(Sys)$ which is initially empty. Once all rule graphs are added to $G(Sys)$, we compute transitive closure of $G(Sys)$, which we denoted by $G(Sys)^+$, in order to add induced dependencies. Those induced dependencies allow us to determine whether or not a node (a datum) of the graph is circular. If this is true, then we deduce that the system has a deadlock and a message with the rule that contains the circular data is printed.
Algorithm 2 Deadlock test

Require: $Sys = (Inst, Con); G(Sys) := \emptyset$;

{ Construction of the system graph }

for all $e \in Inst$ do
    for all $r \in B(e)$ such that $r : (v_0, e_0) \rightarrow (v_1, e_1), \ldots, (v_n, e_n)$ do
        $G(r) := G_{int}(r) \cup G_{ext}(r)$;
        $G(Sys) := G(Sys) \cup G(r)$;
    end for
end for

G(Sys) := $G(Sys)^+$;

for all $e \in E$ do
    for all $r \in B(e)$ such that $r : (v_0, e_0) \rightarrow (v_1, e_1), \ldots, (v_n, e_n)$ do
        if $G(Sys)_r$ contains a cycle then
            print Deadlock detected in rule $r$;
        end if
    end for
end for

4.3 Dominance Analysis

Dominance analysis is a concept from graph theory and has many applications not only in the real world, but also in computer science. In compilers, dominance analysis is mostly used in code optimization and it is performed over flow graphs representing the execution of programs. One important task in this context is the optimization of loops since the execution of programs tends to spend most of their time in their inner loops. In parallel computing, dominance analysis is used to compute control dependences that identify those conditions affecting statement execution. Such information is critical for detection of parallelism [32]. In peer-to-peer applications, dominance analysis can be used to construct hierarchical overlay networks for more efficient index searching. It can also be used for optimizing routing among a set of nodes by reducing the searching space for a route to the dominating nodes in the set. Dominating nodes are a small set of nodes which are close to all other. Another field where dominance analysis is applied is memory usage analysis. In this field, the dominator tree (defined hereafter) is used to easily find memory leaks and identify high memory usage.

In a Data Dependency Graph, we say that node $d_i$ dominates node $d_j$, written $d_i \text{ dom } d_j$, if every path from the entry node of the graph to $d_j$ goes through $d_i$.

To make this dominance notion concrete, consider the Data Dependency Graph of Figure 3. Nodes $d_0, d_1, d_5,$ and $d_8$ all lie on every path from $d_0$ to $d_8$, so $\text{Dom}(d_8)$ is $\{d_0, d_1, d_5, d_8\}$. The full sets of dominators for the graph are as follows:
Dom(d_0) = \{d_0\},
Dom(d_1) = \{d_0, d_1\},
Dom(d_2) = \{d_0, d_1, d_2\},
Dom(d_3) = \{d_0, d_1, d_3\},
Dom(d_4) = \{d_0, d_1, d_3, d_4\},
Dom(d_5) = \{d_0, d_1, d_5\},
Dom(d_6) = \{d_0, d_1, d_5, d_6\},
Dom(d_7) = \{d_0, d_1, d_5, d_7\},
Dom(d_8) = \{d_0, d_1, d_5, d_8\}.

A useful way of presenting dominance information is a dominator tree, in which each node d dominates only its descendants \[13\]. For example, Figure 4 shows the dominator tree for the DDG of Figure 3. Notice that d_6, d_7, and d_8 are all children of d_5, even though d_7 is not an immediate successor of d_5 in the DDG. In fact, each node d_i in the tree has a unique immediate dominator d_j that is the last dominator of d_i in the DDG.

![Figure 3. A data dependency graph](image-url)
To compute dominance information in a DDG, we can formulate the problem as a set of data-flow equations and solve them with an iterative algorithm. This algorithm is based on the one proposed by Allen and Cocke [34] who relied on the principles of data-flow analysis to guarantee termination and correctness.

### Algorithm 3 Iterative Dominator Algorithm

**Require:** $G({\text{Sys}}) := (N, E)$;

```plaintext
for all $n \in N$ do
    $\text{Dom}(n) = N$;
end for
changed := True;

while changed do
    changed := False;
    for all $n \in N$ do
        $\text{temp} = \{n\} \cup \bigcap_{m \in \text{preds}(n)} \text{Dom}(m)$;
        if $\text{temp} \neq \text{Dom}(n)$ then
            $\text{Dom}(n) = \text{temp}$;
            changed := True;
        end if
    end for
end while
```
Given a DDG = (N, E), where N is a set of nodes and E is a set of directed edges, the following data-flow equations defines the Dom sets:

$$\text{Dom}(n) = \{n\} \cup \left( \bigcap_{m \in \text{preds}(n)} \text{Dom}(m) \right)$$

(14)

with the initial conditions: \(\text{Dom}(n_0) = n_0\), and \(\forall n \neq n_0, \text{Dom}(n) = N\). \text{preds} is a relation defined over E that maps each node to its predecessors in the graph. Algorithm 3 shows an iterative solution for these dominance equations. It initializes the Dom set for each node, then repeatedly computes those sets until they stop changing.

5 RELATED WORK

The power of software system analysis approaches depends on the modeling technique for the behavior of software systems. This behavior is usually modeled by Finite-State Automata (e.g. [6]). However, it may also be modeled by process algebras (e.g. [35]), context-free languages (e.g. [36]), pushdown processes (e.g. [37]), etc.

In the context of the component-based system, the finite state approaches usually use regular languages to describe component behavior. However, these finite state approaches can only handle bounded recursion (i.e., up to a certain depth) and limited abstraction of the data-flow. To address this more explicitly, we discuss hereafter some of such approaches.

There is a large body of component models using various formal and semi-formal specifications in the context of component-based systems. These specifications concentrate on different aspects of component modeling. Due to this diversity, we refer to Rausch et al. [38] that provides an interesting study of state-of-the-art in component-based systems. Among the component models discussed in [38], KobrA [39] is a UML-based method for describing components and component-based systems. It uses different diagrams representing three projections: structural, functional and behavioral. KobrA is not a formal language, but rather a set of principles for using mainstream modeling language. It provides a certain degree of flexibility because anything that conforms to its principles can in practice be accommodated within the method. Rich Services [40] provides an architectural framework that reconciles the notion of service with hierarchy (systems-of-systems). It uses message sequence charts in order to specify component behaviors. This allows the approach to model bounded recursion. rCOS [41] is an extended theory of UTP (Unifying Theories of Programming) [42] for object-oriented and component-based programming. UTP combines the reasoning power of predicate calculus with the structuring power of relational algebra. In rCOS approach, each component interface has a contract. A contract only specifies the functional behavior in terms of predicates (pre and post conditions) and a protocol defining the acceptable traces of method calls. The behavior is specified by a state diagram and should
be accepted by an FSA. The protocol is specified by a sequence diagram. The reasons for having these two diagrams are different. In fact, the sequence diagram allows generating CSP processes to deal with concurrency, when the state diagram has an operational semantics which is easier to use for verification with model checking. SOFA \cite{6} is a hierarchical component model. It is dedicated to the development of distributed application with dynamic update of components. It uses behavior protocols for the specification of interaction behavior of components. This allows to verify the system architecture independently from the implementation, and the relation of the component model and implementation. In order to fully automate behavior verification, a tool chain is used. It consists of behavior protocols to Promela translator and the Spin model checker. However, behavior protocols cannot treat behavior that cannot be specified by a regular language. Like SOFA, Fractal also uses behavior protocols to specify component behavior. Therefore, they have the same limitation on the description of component behavior.

Since the finite state models are not providing an adequate abstraction of a system that contains recursive call-backs, context-free model checking has been proposed. Among the first works in this direction, we could mention \cite{36}, which presents an algorithm that decides whether a property written in the alternation-free modal mu-calculus is satisfied for context-free processes, i.e., for processes that are given in terms of a context-free grammar or equivalently. Burkart et al. \cite{37} propose pushdown processes as a generalization of context-free processes to better support parallel composition. Pushdown processes are processes that can be (finitely) represented by means of classical Pushdown Automata. After introducing these two approaches, several models for infinite-state systems have been proposed especially to decrease checking complexity \cite{13,14,45}. But in the end, these models are still closely related to context-free processes and pushdown processes, and usually have the same expressiveness. In contrast to our approach, they cannot handle recursive call-backs which give rise to context-sensitive structures, e.g., interactive structures that adjust its behavior when the context changes (cf. Section 2.1).

Process algebras such as CSP (Communicating Sequential Processes) or CCS (Calculus of Communicating Systems) can be used as an alternative approach for verifying protocol conformance. These algebraic approaches are more powerful than FSA and context-free grammars. According to Milner \cite{46}, algebra appears to be a natural tool for expressing how systems are built. However, in order to automate analysis, some constraints on the specification language can be required. For instance, in \cite{35}, the authors are restricted to use their CSP notation in a way that processes will always be finite.

Compared to other works where component approach is dedicated to manipulate protocols, Reussner \cite{47} presents the model of counter-constrained finite state machines. It is an extension of finite state machines, specifically created to model protocols containing dependencies between services due to their access to shared resources. However, Reussner does not consider composition operators and does
not provide an underlying discipline. Puntigam [48] shows that it is possible to develop component interfaces specifying non-regular protocols for the communication between components and the rest of a system. The concepts proposed in this paper need support from a programming language. However, no practically usable programming language supports these concepts.

Different data-flow based approaches have been proposed in the domain of system modeling. Garousi et al. [49] provide a control flow analysis for UML 2.0 sequence diagrams to define the control-flow. The authors propose an extended activity diagram meta-model. Yang et al. [50] present DFA-based algorithms to analyze BPEL programs and detect their data-flow anomalies. These algorithms operate on a control-flow graph derived from Activity Object Tree (AOT). The AOT is based on Eclipse Modeling Framework to express the relationships among activities. Zhou and Lee [51] propose a causality interface for deadlock analysis in a concurrent model of computation called Dataflow. It shows that deadlock is decidable for synchronous Dataflow models with a finite number of actors. Cain et al. [52] present an approach where a meta-model of an object oriented program’s runtime is constructed to manage DFA. This meta-model contains classes that represent the relationship between the program elements (e.g., classes, objects and methods) in order to create an abstract representation for DFA. Like these different approaches, we also use DFA-based algorithms to analyze the constructed systems. However, our approach is dedicated to component-based P2P applications. It provides a formalism to capture their specific behavior (i.e. recursive call-backs) and constructs an abstract representation (i.e. Data-Dependency Graph) from which we can obtain multiple implementations of the control logic by analyzing the order of data evaluation.

The principle of the transformation of an abstract representation is also present in other formal systems. Many of them, such as λ-calculus [53], catamorphisms [54], hylomorphisms [55] and other from category theory, have been studied in previous works of Parigot (e.g. [56]) and a large comparison of these different formal systems can be found in [57]. These works show that those formal systems share a similar global structure. They abstract programs in some mathematical domain. Then, the transformed program is obtained by a backward translation from the mathematical domain. For instance, the HYLO system [55] transforms a program into hylomorphisms and then performs partial data evaluation. After that, these new hylomorphisms could be translated back into a program. However, these formal systems share a surprising constraint: the abstraction always relies on objects where recursive structures or schemes are strongly preserved and cannot be easily modified. For example, with λ-calculus, the recursive calls are altogether defined in the structure of the λ-terms. With hylomorphisms, these recursion schemes are exactly pointed out by functors (a special type of mapping in category theory) which are used as transformation parameters. Thus, transformations cannot freely restructure the abstract representation. Taking in mind these previous studies, DDF has then been defined with the following distinctive characteristics: i) allowing parts of the control logic (even if it is recursive) to be described conceptually separated
from other parts by using the concept of rules; ii) the user describes what is to be done rather than the details of how it is to be done; iii) from a single specification, multiple implementations can be synthesized by analyzing the order of data evaluation.

Other works relevant in the context of our approach can be found in database and network protocol communities. They are applied, for example, to cloud computing in order to raise the level of abstraction for programmers and improve program correctness in a data-centric, declarative style [58]. Another interesting approach is P2 [59]. It can be viewed as a synthesis of ideas from these two communities applied to overlay networks [60]. P2 is a system that uses a declarative logic language to express and implement overlay networks. It directly parses and executes such specifications into a data-flow program. The approach proposed by Lin et al. [61] seems to be close to our work in the sense that it also passes through the construction of a dependency graph to perform some optimizations. The difference between those works and our approach is that they are not based on components. This usually drives them to specify into their models (e.g., relational algebras and rule-based specification) the whole application, including business code.

6 CONCLUSION AND PERSPECTIVE

This paper presents a formalism called DDF (Data-Dependency Formalism). The goal of DDF is to formally specify the behavior of P2P applications, and then construct an abstract representation (i.e. Data-Dependency Graph) to perform analyzes on it. We note that our approach shares with the theory of Attribute Grammars [12] the same semantics of the Data-Dependency Graph. The theoretical algorithms and techniques of AGs and DFA show that it is possible through analysis on these dependency graphs to infer various evaluation orders of data and compute different properties. The reliability of those algorithms was proven in different works [12], and optimized variants were presented in our previous works, e.g. [28, 29]. In a future work, we plan to extend our formalism by program transformation mechanisms in order to optimize resource allocations (e.g. optimize CPU and memory usage by analyzing the lifetime of data, while taking into account their functional dependencies and redundancies) in large-scale data-centric applications, in particular, in the emerging Cloud Computing area, where data management has been receiving significant attention. Another perspective field where this future work (i.e. optimization of resource allocations) might be useful is the Green Computing. In fact, environmental protection and energy-aware resource management have become popular and important research topics at present [62]. In this direction, the Green Computing is emerging as an indispensable part in sustaining the practice of protecting the environment on both individual and collective levels.
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